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ABSTRACT

Investigation of problems related to control of a

; moblle planetary vehicle according to a systematic plan for the

exploration of Mars has been undertaken, Problem areas receiv-

ing attention include: overall systems analysis; vehicle configura-
tion, dynamics and attitude control; vehicle power systems analysis;
on-board navigation systems; satellite-vehicle navigation systems;
terrain sensing, interpretation and modeling; and chromatographic
systems design concept studies. The specific tasks which have been
undertaken are defined and the progress which has been achieved
during the period July 1, 1970 to June 30, 1971 is summarized. Pro-
jections of the work to be undertaken in certain areas during the
period July 1, 1971 to June 30, 1972 are included. '
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Analysis and Design of a Capsule Landing System
and Surface Vehicle Control System for Mars Exploration

I. Introduction

} Current national goals in space exploration include a detailed study
and examination of the planet Mars. The effectiveness of Mars exploration
missions would be enhanced according to the extent to which the investigative
devices which are landed are.mobile, to the range of their mobility, and to
the ability to control their motion. In order to achieve basic mission objec-
tives, and beyond that, to maximize the return on the commitment of resources

" to the mission, formidable technical problems must be resolved. The major

factor contributing to these problems is the round trip communications time
delay between martian and earth control stations which varies from a minimum
of about 9 minutes to a maximum of 25 minutes. This time delay imposes strin-
gent requirements on the vehicle, on its control and communication systems and
on those systems included on board to make the scientific measurements, in
terms of their ability to function autonomously. These systems must be able
to operate with a high degree of reliability and must be capable of calling
for earth control under appropriate circumstances.

A number of important problems originating with these factors and
relating directly the basic mission objectives of an unmanned exploration of
Mars have been and are currently being investigated by a faculty-student pro-
ject team at Rensselaer Polytechnic Institute with the support of NASA
NGL-33-018-091.

This progress report describes the tasks which have been undertaken
and documents the progress which has been achieved in the interval July 1,
1970 to June 30, 1971.

II. Definition of Tasks

The delay time in round trip communication between Mars and Earth
gives rise to unique problems relevant to martian and/or other planetary
explorations, All phases of the mission from landing the capsule in the
neighborhood of a desired position to the systematic traversing of the sur-
face and the attendant detection, measurement, and analytical operations
must be consummated with a minimum of control and instruction by earth based
units. The delay time requires that on board systems capable of making
rational decisions be developed and that suitable precautions be taken against
potential catastrophic failures. Four major task areas, which are in turn
divided into appropriate sub-tasks, have been defined and are listed below.

A, Vehicle Configuration, Control, Dynamics, Systems and Propulsion.
The objectives of this task are to investigate problems related
to the design of a roving vehicle for Mars exploration with
respect to configuration; motion and attitude control; obstacle
avoidance; control, information and power systems; and propulsion
systems. In addition, the design concepts must accommodate the

~ equipment and instruments required to automate the vehicle and to
perform the scientific objectives of the mission,




B. Ceneral Systems Analysis. The objective of this task is to
develop a framework within which decisions in design involving
conflicting requirements can be made rationally and in the con-
text of the whole system and mission. Relationships between
alternative mission profiles and specifications and weight,
energy and space allocation and management will be sought.

C. Surface Navigation and Path Control. Once the capsule is landed
and the roving vehicle is in an operational state, it is neces-
sary that the vehicle can be directed to proceed under remote
control from the landing site to specified positions on the
martian surface. This task is concerned with the problems of

. terrain modeling, path selection and mnavigation between the
initial and terminal sites when major terrain features preclud-
ing direct paths are to be anticipated. On board decision making
capability must be designed to minimize earth control respon31-
bility except in the most adverse circumstances.

D. Chemical Analysis of Specimens. A major objective of martian
surface exploration will be to obtain chemical, biochemical or
biological information. Most experiments proposed for the
mission require a general duty, chromatographic separator prior
to chemical analysis by some device. The objective of this task
is to generate fundamental data and concepts required to optimize
such a chromatographic separator according to the anticipated
mission,

IIXI., Summary of Results

Task A. Vehicle Configuration, Control, Dynamics, Systems and Propulsion

The objectives of this task are to investigate problems related to
the design of a roving vehicle for Mars exploration with respect to configura-
tion, motion and attitude control, obstacle avoidance, control, information
and power systems and propulsion systems. In addition, the design concepts
which are developed must accommodate the equipment and instruments required to
automate the vehicle and to perform the scientific objectives of the mission.

Three major sub-tasks have been defined: (a) roving vehicle
configuration and dynamics, (b) wheel analysis and design,
and (c) vehicle steering control system.

The progress achieved to date is described in the sections
immediately following.

Task A.l. Roving Vehicle Configuration and Dynamics -
W. P. Rayfield, D, Caracappa, H, Goldberg, D. Walsh, J, Young
Faculty Advisor: Prof. G, N. Sandor

The major objective of this task is the development and optimi-
zation of a roving vehicle for Mars, hereafter designated as MRV.
There were four main objectives for the previous period. First, the
heave and pitch dynamics of the MRV were to be studied. Secondly,
the obstacle capabilities of the rover were to be studied and tested.

Thirdly, the vehicle maneuverability was to be evaluated. And




fourthly, a payload study was to be initiated.

The MRV concept, which has been described in detail in Refer=-
ences 1 and 2 is shown in Figure 1. In brief, the proposed MRV is
a five-wheeled vehicle which would normally operate in a four-wheel
mode but which could also maneuver in a three-wheel mode using the
swivel wheel by a shift in the center of gravity of the vehicle,

Task A.1l.a. Dynamics Study.

An outline of the dynamics study has been prepared
as shown in Figure 2. Progress has been made in the follow-
ing four areas:

(1) The MRV dynamically-scaled operational model has been
debugged and revised as shown in Table 1, 1In additiomn, a
straight-line, path-generating four-bar linkage has been
designed to replace the original, single~pivot rear suspension,
as shown in Figures 3 and 4.

(2) The MRV dynamically-scaled operational vehicle has been
analyzed and refined to reduce the total vehicle weight and
maintain the proper mass distribution. Major weight reduc-
tions were achieved by machining the flanges off the four
-control motors, milling down the wheel hubs, adding lightening
holes to most elements of the main vehicle frame, and replac-
ing the rear swivel wheel with a lighter design,

(3) Dymamic test apparatus has been prepared for testing the
MRV model. A shaker platform was designed and constructed
which is capable of providing a vehicle displacement input to
the two rear wheels, the two front wheels or the left or right
side of the MRV. The amplitude and frequency of the input can
be adjusted to study vehicle response to different terrains.

(4) A mathematical model of the heave and pitch dynamics of
the MRV has been developed as follows:

The vehicle is considered to move only in the vertical
plane, which can be justified by its symmetry. An oscillating
vertical displacement input is applied to the rear wheels
simulating a terrain disturbance. The vehicle can be repre-
sented schematically as a lumped spring-mass system with four
masses and moments of inertia, four linear spring constants,
three torsional spring constants, and a one-way damping co-
efficient, as shown in Figure 5. Taking the five rigid sections
individually, and constructing free-body diagrams, Figure 6,
three differential equations can be written for each since each
section has three degrees of freedom. This yields a total of
fifteen equations. Eight of the fifteen equations must be used
to determine the "internal" forces between each pair of con-
nected sections of the vehicle, i.e. force equations. This
leaves seven equations in the seven unknowns necessary to
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describe the position of all parts of the vehicle at any
one time, Since the seven equations are linear in all
acceleration terms, the equations can be expressed in
matrix form as shown in Figures 7 and 8 where matrices A
and B contain displacements and velocity terms and products,
but no acceleration terms. By using a fourth-order Runge-
Kutta iteration technique on the computer, all seven dis-
placements and velocities can be calculated for each time
increment; thus all the matrix elements of both A and B can
be evaluated. Inverting A and multiplying the result by B
yields the acceleration terms. The computer can then print
out graphs of the displacement, velocity, and acceleration
of each of the seven independent variables, Figures 9 and 10.
The program is flexible to permit adjustment of the input
amplitude and frequency as well as any of the vehicle para-
meters,

The mathematical model was developed to simulate the scaled
operational model, and all spring constants, masses and
dimensions for the computer input were measured from it.

Thus, the natural frequencies and any instabilities predicted
by the computer can be experimentally substantiated. The model
can then predict the maximum acceleration at any point of the
vehicle for each excitation frequency.

This effort will be aimed at developing relationships between
vehicle speed and payload excitation, obstacle size, and sus-
pension elements, with the anticipated results that this
vehicle, with optimized suspension design and set payload
excitation limits will have a higher speed capability over
rough terrain than the segmented configurations proposed by
others.

Task A.1.b.. Obstacle Capability.

Progress has been made in the following three areas:

(1) A theoretical analysis was made of the vehicle's
obstacle negotiation capabilities including step, crevasse,
up-slope, down~slope, side-slope, cliff, and ridge. To
evaluate the results of this study, a vehicle test area was
prepared., The area was designed to provide all the basic
obstacles, each adjustable in magnitude. A high friction
traction surface was applied to all the obstacles, since the
purpose of the facility was to study the obstacle capability
and stability limitations.

An MRV with an adjustable center~-of-gravity can easily nego~
tiate step obstacles less than the wheel radius and crevasse
obstacles less than the wheel diameter., Free-body diagrams of
the front and rear wheels are shown in Figure 11,

The track width of 119 inches and the ground clearance of 29
inches permit the vehicle to straddle a maximum ridge formed
by two intersecting 28° opposite slopes. The vehicle can climb
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25° up- and down~-slopes and 45° side-slopes, while maintain-
ing a constant ground clearance, as shown in Figure 13; 40°
up-slopes can be negotiated with a loss of ground clearance,
provided there exists good traction; 80° down-slopes are
possible, with good traction., The MRV can cross a ridge
formed by two intersecting 40° opposite-slopes.

Turning radii have been determined as shown in Figure 12. The
center of gravity analysis shown in Figures 14 and 15 indicate,
for example, a stability permitting the vehicle to climb its
maximum step while on a 25° up-slope.

Static traction and torque equations were written as functions
of the magnitudes of each of three major obstacles (step,
crevasse, and slope), and the forward motion of the MRV while
negotiating them, A computer program was written to solve these
for the incrementally increasing forward movement of the vehicle,
showing the positions of peak torque and traction requirements.

(2) A 16-mm movie was made using the operational model and the
prepared test area. The film illustrates the following:
maneuverability in the four- and three-wheel modes; the tilt-
back maneuver; up-slope, down-slope, and side-slope maneuvering;
step and crevasse negotiation; operation of all suspension
elements; and a short traverse over a loose soil, outdoor test
area. ’

(3) For the vehicle to tilt back into the three-wheel mode,
the tilting motor simply shifts the vehicle CG aft of the rear
wheels by tilting the vehicle body with respect to the forward
structure as shown in Figure 16, However, this same method
cannot be used to return the vehicle to the four-wheel mode since
the front wheels are no longer in contact with the surface.
Therefore, a simple, lightweight forward jacking mechanism was
designed and added to the vehicle, Figure 17. A small level,
pivoted to the end of the tail-wheel strut, is lowered to the
surface automatically as the raised front section is lowered;
this is the first step in returning the vehicle to the four-
wheel mode. The rear traction wheels are then driven forward,
forcing the pointed jacking strut, equipped with a '"basket"
similar to a ski pole, to penetrate a soft terrain or "catch"
on a harder rock surface., Thus, as the vehicle moves forward,
the strut gently tilts the vehicle forward into its normal
four-wheel mode.

Task A.l.c. Maneuverability.

The most important "obstacle capability" of an unmanned roving
vehicle is its maneuverability, since this can greatly reduce
the number of difficult obstacles it must negotiate as well as
provide recourse for non-negotiable obstacles,

The first problem of the maneuverability study was to establish
meaningful parameters to measure maneuverability of various
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vehicle concepts. Five separate criteria were established
as useful "yardsticks." These were then measured for two
comparably sized rover configurations: a 6-wheeled, three-
segmented vehicle design, similar to proposed unmanned,
lunar rovers, and the RPI-MRV, in both four- and three-wheel
modes, The results, as shown in Table 2, illustrate the
maneuverability superiority of the MRV over segmented con-
figurations in every category analyzed.,

Task A.1.d. Payload Study.

A list of probable instrumentation for the science payload
was compiled.

The value of each instrument was weighted according to its
usefulness in each of the three major science objectives:
atmosphere analysis,lithosphere analysis, and life-support
capability study. The instruments were then listed according
to this preliminary priority system, the most useful to the
least useful, as shown in Table 3. Summing the maximum and
minimum estimated earth weight and volume requirements accord-
ing to the priority list, and comparing these summations to
expected vehicle payload capacity gives a first approximation
of instrument size requirements, Figure 18,

A study of the mission configuration was also initiated,
Various missions using one or two landers in combination with
one or two rovers were outlined, In addition, the use of two
vehicles with individually distinct functions to complement
each other has been proposed. For example, one vehicle could
be designed as a pathfinder with exceptionally good obstacle
detection and negotiation capabilities at the expense of the
science payload and communications. It would be the task of
this vehicle to search out the least treacherous or most
efficient path for the second vehicle, The second vehicle,
traveling on the surveyed path would need less obstacle detec-
tion and negotiation capability and could devote more weight to
the scientific instruments and communications equipment. Other
combinations of separate vehicle designs are also possible,
such as a soil sample and rock gathering vehicle in conjunction
with a fixed or moving sample analyzer and communicator.

Task A.2. Flexible Toroidal Wheel Design - F, L, Simon, G. Chapek,
L. Cupreys, H. Goldberg
Faculty Adviser: G. N, Sandor

The objective of this task is to design and evaluate a wheel suitable
for the MRV. This task has extended earlier work in the development of a
toroidal wheel concept, Figure 19, presented in Reference 3. This past
year's effort is documented in more detail in Reference 4.

During the past period, five major activities have been pursued.
First, the scaled model wheels were redesigned. Second, an extensive
wheel and hoop testing program has been conducted. Third, the mathema-
tical analysis initiated during the previous work period was extended
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INSTRUMENT WEIGHT SIZE AND POWER REQUIREMENTS

Instrument
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Weight Size Power
in . oin in’
Lo Ibs. cﬁ.in. ’ watts
{. Oven 8-15 400-500 . 500
2. pH Meter 1-3 40-70 - 5-10
2. Flame Tester 3-5 60-100 0-1
4, Spectrograph 4--8 100-150 0-1
5,Centrifuge 5-10 300-400 5-10
6,Chromatograph 20-40 2000-3000 10~-100 -
7 Filter 2-4 50-100 10-20
f.Reagent Tester 5-10 - 70-150 5-10
9 Camera 1-5 50-100 1-5
{[0.Microphone 1 30-50 0.5
{{ Odor Tester 2-10 50-150 2-10
{7.Thermometer 0.5 20~50 0.1
CiDénsity Equipment 5-10 50-100 5-10
/4.5011 Scoop ' - 15-25 1500-2000 10-100
[5, Core Sampler t. 15-25 700-1000 50-500
{6.Hardness Tester 5-~10 300-800 30=-70
17 Porosity Tester 5-10 40-70 10-20
/€.Seismometer 10-15 150-300 1-5
19.Shock Tester 2-4 50-120 0-1
20.Bolometer -2-3 1-3 0-1
‘2f.Field Detectors 0.5-1 10-30 1-5
22Gieger Counter 0.5-1 100-200 0-1
73 Barometer 0.5-1 30-60 0-1
24 Hygrometer 0.5-1 30-60 0-1
25 Rain Gauge 0.5-1 30-80 1-5
2¢.Anemometer 0.5-1 160-120 0-1
27Radio Sonde 0.5-1 50-80 0-1
28 Speaker 0.5-1 50-70 0-1
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to an N-spoke computer program. Fourth, a full-sized model wheel
was designed, using the N-spoke computer program. And, fifth, an
investigation of materials and design of the wheel's hoop-rim hinges.

Task A.2.a. Model Wheel Redesign

Beginning in June 1970, the major task was to improve on the
design and fabrication of the scaled model toroidal wheel.

The original wheels built for the dynamic model (see Task A.1)
could not stand up to the rigors of dynamic testing. The de-
ficiencies with these wheels lay in the following areas: The
spring~tempered phosphor-bronze hoop and rim material was per-
manently deforming in normal usage, because of its insufficient
elastic limit; the hinges connecting each hoop with the rim were
fastened with epoxy resin, the strength of which was insufficient
in normal usage causing failure; and the traction of the rear
wheels needed improvement,

The first problem was resolved by selecting a material with a
higher elastic limit. S.A.E. 1095 tempered spring steel was
chosen with its elastic limit of 67,000 p.s.i, as compared to
12,000 p.s.i. for phosphor bronze. Assuming 80.0% of the load
was supported by the bottom~-most hoop, an analysis was carried
out on the hoop using Castigliano's Theorem to determine deflec-
tions as a function of hoop dimensions, i.e. width and thickness,
Hoop dimensions were chosen to match as closely as possible the
desired deflections in the original phosphor bronze hoop under
identical loading. This final choice was 0.280" wide and 0.010"
thick.,

The second major problem was concerned with the method of
attaching the hinges to the hoops and rim. Several design
alternatives were considered. The stronger types of epoxy were
found to be too brittle. Since bolting or riveting cause stress
concentrations in the vicinity of the hole, these alternatives
were rejected. Tying with fine wire looked promising and could
always be used should the remaining alternatives fail. Although
solder would not have the needed strength, spot welding appeared
to be a worthy concept. Experimentation with samples of the
0.010 inch thick S,A.E. 1095 steel showed that this method was
fast and efficient, However, metallurgical changes in the weld-
ing sequence were causing the material in the vicinity of the
weld to become brittle,

The spot welding problem was discussed with faculty of the
Materials Division and it was concluded that the rapid cooling
after spot welding was causing a quench. The welding process
involving resistance heating raises the temp. to about 1300°F
(Austenizing temperature) after which the rapid cooling allowed
a martensitic transformation to take place. The martensite
microstructure is very brittle,

Two courses of action were tried to alleviate the problem:
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Solution I - Complete heat treatment by returning welded parts
to austenizing temperature, o0il quenching followed
by tempering.

Solution II- tempering welded parts only. -
It was found that Solution II was sufficient to strengthen the
weld area. Tempering reduces the hardness and increases the
overall strength of the joint,

With the spot welding problem solved, new hinges were made from

untempered soft S,A.E. 1095 steel and welded to the steel hoops

and rim., A set of {our wheels were assembled and are performing

excellently. The traction difficulty was solved by welding metal
cleats to the rim.

Task A.2.b. Wheel and Hoop Testing

The hoop and wheel testing program served two purposes. First,
the values of the hoop spring constants in the normal and
tangential directions were required as data for the wheel analy-
sis computer program., Second, the spring constants of the eight
and sixteen spoke wheels were determined and compared with the
results of the wheel analysis computer program, Experimental
and theoretical results showed excellent correlation.

The test apparatus is shown in Figure 20. Loads were applied

to the hoops and wheels by placing weights on the plunger.

Various jigs and yokes were fabricated to meet the individual

test requirements. Deflections were measured with a dial gauge.
The experimental program called for three independent determina-
tions of the various spring constants that were desired. Although
sufficient data were not available for statistical analysis, in-
vestigation of the test results yielded values for the eight- and
sixteen-spoke wheel spring constants that were in agreement with
the values obtained by computer program.

The graph of the wheel spring constants are presented in Figure 21.

Task A.2.c. Computer Analysis of Wheel

Preliminary work on the analysis was undertaken during the spring
of 1970, Reference 3. Castigliano's Energy Theorem was used to
analyze the individual hoops from all directions.

The present wheel analysis was developed by writing the force

and moment equations for each rim segment. It was assumed that
the continuous flexible rim was replaced by a finite number of
infinitely rigid rim segments. They were assumed to be pin-
jointed together and equaled the total number of hoops. A spring
constant could be introduced at each pin joint to represent the
stiffness of a continuous flexible rim over the length of a rim
segment, Now loop closure equations could be written around each
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hoop-rim-hoop~-hub circuit., These efforts were stiffled in
an attempt to reduce the number of unknowns and equations.
The difficulty lay in relating hoop deflections with rim
rotations and the relations which were obtained were far too
complicated.

Upon review of this earlier work, it was decided to treat

hoop compressions as unknowns directly and use these and hoop -,
relations in determining hoop cantilever deflections. The
forces exerted by the hoop using these calculated deflections

differ from those in reality. This, then, is the second im-
portant assumption which would render the equations solvable.

A proof of analysis principle was first tried with a modified
Newton's method of solution. 1In this case there were 11 equa-
tions and 11 unknowns since only half of the wheel was analyzed
(normal deflections on rim element 1 permit the use of symmetry).
Failure of this method to converge introduced the Full Newton's
Method. 1In this instance the equations convered and work was
started on the 8-spoke analysis., After a long debugging period
this program also worked.

Beginning in October work began on the N-spoke generalized
program. The N-spoke program analyzes the entire wheel and
enables the designer to control the following wvariables: hoop
normal spring constant, hoop transverse spring constant, number
of hoops, hoop and hub diameters, and thus wheel diameter. In
addition, any combination of loading forces can be applied to the
rim, The output of the program can be used to study the stresses
in the hinges and other fastenings, determine the effect of wheel
dimensions on the footprint and its associated pressure distri-
bution, and optimize the number of spokes. Detailed descriptions
of the mathematical analysis and computer programs used for wheel
design may be found in Reference 4,

Task A.2.d. Full-Sized Wheel Prototype

The analysis program was used to determine the necessary dimen-
sions for the full-size hoops. Hard temper (Rockwell 48c - 51c¢)
spring steel, 0.072 inch thick, yielded a hoop width of .1.500
inches and a hoop radius of 7.705 inches. The corresponding
spring constants for the steel hoops were as follows:

90.15 pounds per inch in the normal direction,
25,67 pounds per inch in the transverse direction, and
17.11 pounds per inch in the lateral direction,

- Stronger, lower weight titanium of .078 inch thickness yielded

a width of 1.75 and a hoop radius of 4.3 inches. The corres-
ponding spring constants were, respectively as before, 90.55,
26,11, and 17,18 pounds per inch, However, due to the lower .
cost and availability, the spring steel was chosen for the first
prototype, shown in Figure 19. The assembled prototype provided
the desired wheel spring constant. The completed wheel was
taken to the U,S. Army Waterways Experiment Station (W.E.S,) in
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Vicksburg, Mississippi, to discuss and observe the testing

of present lunar rover wheel designs, and to formulate a test-

ing program for the R.P,I. toroidal wheel design. Engineers

there expressed an interest in testing the R.P.I. when the de-

sign is optimized next spring, To obtain objective results it

was suggested that N,A.S.A. contact with W,E.S. directly at

that stage of the wheel development, A more detailed descrip-

tion of the full-size wheel design may be obtained from Refer-

ence 4, )

Task A.2.e. Hinge Design

The three-piece mechanical hinge used for the small model

wheels were inadequate for use on a full-size wheel due to the
possibility of contamination during testing. This problem

would be much more troublesome on the actual vehicle due to

the low pressure environment which would tend to remove pro-
‘tective lubrication. One solution to this problem is to replace
the mechanical hinge with a one-piece flexural element as shown
in Figure 22, Another approach would be to protect the mechanical
hinge with an encapsulating shell or boot, as shown in Figure 23,
The first method was chosen because the integral hinge provided
flexibility on two perpendicular axes, a useful feature for a
good wheel footprint on side-slopes. Polyurethane was selected
for use on the first full-size wheel prototype in order to
demonstrate the integral hinge concept in laboratory operating
conditions. Thus, such Martian conditions as temperature ex=-
tremes were not considered. A stress analysis of the hinge
design was made to allow the minimum weight design, since there
could be approximately 64 hinges in the vehicle's four wheels,

A minimum weight mechanical hinge was also designed, and fabrica-
ted from Delrin, a nylon derivative., To determine the fatigue
life of both the integral and mechanical hinges, a hinge testing
machine was designed and constructed, as shown in Figure 24, The
frequency and angle of flexure can be varied, and the test hinge
can be loaded in either compression or tension. A 3,000,000 foot
journey of the vehicle can be simulated by 400,000 flexes. Test
hinges have all withstood this duration, first at 125 pounds com-
pression and then at 70 pounds tension., Future tests are planned
to determine the amount of creep in the hinge for the above test.

Task A.3. Vehicle Steering Control System - R. Koehler, D. Rosenthal
Faculty Advisor: Prof, G. N, Sandor

The objective of this task is the design and construction of a steer-
ing control system for the Mars Roving Vehicle dynamic simulation model,

The system can be divided into two sub-systems. First, a rear wheel
differential drive sub-system is needed to maintain the proper speed
ratio between the rear wheels while the vehicle is turning, Second, a
main steering control sub-system is required to regulate the turning
angle of the vehicle. The vehicle employs wagon steering, i.e., a one-
axle system connecting both front wheels pivots about its mid-point.
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Presently there is a manually regulated power supply to control the
on-board steering motor which turns the front axle. It is desired
to have a steering control for the operator to turn which would
actuate the vehicle steering through a continuous feedback system.

Task A.3.a. Differential Drive Control

A geometric analysis of the turning operation is necessary

to further specifythe requirements of the rear wheel dif-
ferential drive. To prevent the wheels from scuffing as the
front axle turns, the appropriate rear wheel remains at the
nominal speed while decelerating the inner rear wheel to a
fractional ratio of the nominal speed. The ratio of the speeds
is equivalent to the ratio of the turning radii, rx and Ty,
defined in the top view of the model, Figure 25. From geo-
metrical analysis this ratio is

L cot © - W/2
r = L cot 8 + W/2

v

where L and W are the length and width of the vehicle, and ©
is the turning angle,

This function is plotted in each of the four phases of turn-
ing, Figure 26; the rear rear wheel starts to slow down in
Phase I1 as a right turn (positive ©) is initiated, When ©
reaches 64°, ry is zero and the right wheel is stopped. At
90° the right wheel is at full reverse speed and the left
wheel remains at full forward speed. Continuing into Phase I,
the left wheel decelerates while the right remains at full re-
verse speed. A similar description holds for left turns, Thus
the turning angle varies over a full 360° range.

The vehicle is driven by its rear wheels, each having its own
motor, These motors will be mounted in the hub of the wheels

on the full size vehicle, although they are currently located

in the payload section of this model for proper weight distri-
bution. Thus, a purely mechanical differential is impractical.
Also, weight and space restrictions for proper dynamic 'simula-
tion of the vehicle prevents additional on-board equipment. A
remote station will then directly supply the power to the motors
through the existing connecting cable.

The rear wheel differential drive sub-system is shown in its
block diagram, Figure 27. A potentiometer attached to the
steering motor on the vehicle feeds a signal indicating the
turning angle to the control circuit,

The functional relationship between the turning angle and the
rear wheel speed is approximated by a piecewise~linear, diode~
resister circuit. A logic switching circuit has been designed
to permit use of a single function-generating circuit for all
four phases.

32
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Silicon control rectifier (SCR) circuits were constructed to
operate the drive motors from the output of the function-
generating circuit. However, upon testing the SCR control
circuit did not perform properly. There was a large deadband
when reversing the direction of the drive motors. And, since
the SCR control uses only a portion of an alternating current,
at slow speeds the geared-down drive motors reached a speed at
which the internal mechanical backlash permitted excess vibra-
tion, .

Therefore, a solid-state power amplifying circuit was designed
which, upon testing, eliminated the above problems. However,
electronic element parameters varied with head build-up as the
system operated distorting the desired turning function. This
is presently being studied and is expected to be resolved during
the first part of the next period.

Task A,3.b. Steering Control Sub-System

The actual turning of the vehicle is regulated by the main
steering control sub-system., It is essentially an error cor-
recting feedback system with a high gain on the error, Figure
28. A manually operated steering wheel is connected to a
potentiometer producing a signal proportional to the desired
turning angle, The signal from the potentiometer on the steer-
ing motor, indicating the actual turning angle and which is fed
to the servo-motor, is also fed back to a difference amplifier.
The two signals are compared and the resultant error signal is
fed to a power amplifier with a transfer function as shown in
the block diagram., This power amplifier then drives the steer=~
ing motor. It develops full power for small angle changes so
that obstacles may be overcome,

The steering control system is easily adaptable to the 3-wheel
mode, i.e., the contingency mode in which the vehicle tilts
back onto a fifth wheel in the rear pivoting the front wheels
off the ground. By throwing a switch, the signal from the
steering wheel can be fed directly to the servo-motor system
which controls the turning of the rear wheels, The front axle
steering would be disengaged by the same switch.

The original design of the main steering control system called
for use of a relay instead of a power amplifier to provide full
power for a small error so that obstacles may be overcome for
small turning angle changes. However, this would result in small
chattering motion and, in some cases, instability. The power
amplifier has nearly the same transfer function as a relay, but
affords stability as well as a fast response time.

At the completion of this task, an off-vehicle system will be
working that affords the vehicle model's operator two main con=-
trols: a steering wheel for turning and a knob for controlling
the vehicle's over-all speed. On the actual vehicle, on-board
computer logic would input these controls to the on-board control
system,
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Task B. Systems Analysis - John Baker, Alan Goldberg, Carl Pavarini,
Niles Van Denburg
Faculty Advisor: Prof. E, J, Smith

The objective of this task is to develop a framework within which
vehicle design decisions involving conflicting requirements can be made,
Analysis required the identification of the system model and the formulation
of a method to examine design trade-offs by utilizing the model. Progréss
for the academic year included determination of both methodology and the
system model subject to a number of simplifying assumptions. A computer pro=-
gram which identifies the optimal system design (subject to the assumptions)
has been written. The present effort is directed toward implementing the
program,

Progress achieved is described in detail under the four following
sections: 1) An Overview of the Approach, 2) Method of Optimization, 3) Sub-
system Modeling, and 4) System Modeling and Optimization. Finally, a projec-
tion of activities for the next period is included.

1. An Overview of the Approach

Design, in the systems sense, is the process of specifying the
information required by subsystem designers. This information con-
sists of the operating requirements to be met by the subsystem, and
all constraints under which the designer must work. For the designer
of a communications subsystem, such inputs might be that a pulse-code
modulated subsystem capable of "x" data rate, not to exceed "y"
weight, and limited to drawing '"z" watts is needed.

Systems analysis is the task of determining the optimal system
design. Required by this definition, is the examination of all the
design trade-offs in the context of their effect upon the operation
of the system. For a system of non-trivial size, the system design
is composed of many parameters and constraints, the interrelationships
of the parameters may be complex, and it is mecessary to consider .all
of the parameters and constraints concurrently,

The task of optimization implies the use of a mathematical model
of the system. It is infeasible to expect to be able to force the
model to include all of the possible design variations. It becomes
necessary then, to make certain assumptions about the system and sub-
‘'system configurations. This in turn means that optimization with
respect to a single model is not the end product of systems analysis
simply because there are probably other design alternatives not in-
cluded in the model. To claim that the system design is indeed opti=-
mal, it is necessary to consider the models corresponding to the set
of all possible assumptions,

The search for the optimum also implies that there is a standard
by which the system quality can be measured. This "objective" (or
objective function) may or may not be unique. Generally, the objective
measures how well the system is fulfilling its purpose., If there are
alternate ways of describing how well the system performs, these too
are inputs to the optimization process and must be separately considered.
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In addition there are assumptions that must be made about external

constraints (funding, development of new technologies, time constraints,...)

which may not be completely deterministic.

The many possible combinations of design assumptions, objectives,

“and external constraints make system optimization an iterative process

in the sense that the problem must be run for many sets of inputs before
confidence in the validity of the optimum is obtained. Schematically,
the inputs to a single run of the optimization can be represented by

~ Figure 29,where now, for a roving vehicle, mission goals are the deter-

mining factors in formulating the system objective.

2. Method of Optimization

In an attempt to identify and consider all possible system designs
for a given set of assumptions, the optimization process consists of
three parts:

a) formulation of a mathematical model of the system
(identification of constraints),

b) determination of the objective function in terms of
the model wvariables, and

c) imbedding the problem in the nonlinear programming
format and locating the optimum,

The nonlinear programming (NLP) problem is:

extremize f(x)
-n
(max or min)

1,2,..0.,m .

subject to gi(;gn) =20 i

h,(x) =0 i=mt,....,k

where x_ is an n-vector of the variables to be chosen by the optimiza-
tion, The f, g;'s and hi's are all scalar functions of the components
of xn. Unless the solution is unique (implying that there is only one
way the system can be designed) or does not exist, it is necessary that
the number of equality constraints be less than the number of variables
(i.e., k=.m mn),.

The NLP problem is a natural way to describe the problem of
optimal system design. If the system design can be formulated as the
setting of n design parameters, then f(x,) becomes the objective func-
tion previously discussed. In addition, the g; and h; functions (k
in number) represent the physical and external constraints placed upon
the choice of the n variables.

The modeling process is the determination of what the n variables
(the x's) are, and what relationships there must be between them (the
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gi's and h;'s) in order for the system design to be both realizable

and to meet any outside constraints upon it. Suppose the results of
modeling the system yield n variables of the system design, q in-

equality constraints, and r equality relationships of the variables,

It is then generally possible (assuming no transcendental equations)

. to use the r equalities to eliminate r of the n variables both in

f(x.) and_in the gj(xy) i=1,2,...,q yielding a transformed objective

[}1 Xn-r) {5 q inequality constraints of n-r variables, and no equality
constraints. If r' of the r equalities are transcendental (i.e., not
algebraically solvable), the number of variables can be reduced to n-r+r',
and there remain r' equality constraints. Call the reduced set of vari-
ables states. Then the order of the system design problem (number of
states) is n~r+r'. The order represents the number of dependent deci-
sions that must be made by the optimization process, and gives some idea
as ‘to the complexity of the optimal system design problem for a particular
system. Note that the set of states is not unique, because the r-r
variables that can be eliminated are likewise not unique.

It is not necessary to eliminate all, or for that matter any, of
the r-r' variables. While reducing the order of the problem would seem
to simplify the optimization, this is not always the case. In the NLP
solution, the partial derivatives of all the scalar functions must be
taken with respect to each of the uneliminated variables, Reference 6.
If the form of some of the hi's is not sufficiently simple, substitution

"using these equalities may serve to complicate the solution., Thus, it
should remain the designer's option to utilize the substitution pro-~
cedure for each of the inequalities.

Figure 30 shows the modeling and optimization process for a set of
assumptions. Boxes 1 through 4 have been discussed. The method of NLP
solution will be discussed later. The "optimum'" output is in quotes
because it is optimum only with respect to the validity of the input
assumptions, The iteration is with respect to changes in these inputs.

3. Subsystem Modeling

In order to best convey the meaning of the term '"subsystem model-
ing", a fairly detailed explanation of the modeling for one of the
subsystems (communications) will be given. Then, a synopsis of all the
modeling results is presented in Table 4. :

A, Subsystem Modeling Example

The Earth/Mars communication subsystem was modeled as a
direct two way link in the microwave spectrum between a

Mars foving vehicle (MRV) and an Earth communication station.
A number of such models, with appropriate fixed parameters,
would be required to describe the possible relay configura-
tions which might be used.

The communication link is divided into an uplink to Mars
and a downlink back to Earth, Uplink parameters associated
with the rover were found to be negligible in comparison to
similar downlink parameters, and were thus not considered

directly.



CONF IGURAT ION
ASSUMPTIONS

l

DESCRIBE
(MODEL)
SUBSYSTEMS

!

STATE
DETERMINAT ION
and EQUALITY
CONSTRAINTS

'

SYSTEM
(INEQUALITY)
CONSTRAINTS

l

FORMULATE
MISSION - OBJECTIVE
GOALS f (STATES)

EXTERNAL
CONSTRAINTS

NLP
SOLUTION

" OPT IMUM"

ITERATE

MODELING AND OPTIMIZATION

Figure 30

42



43

The downlink is composed of the spacecraft transmitter, a
high gain parabolic dish antenna, a standby low gain omnidi-
rectional antenna, a free space propagation path, a high

gain parabolic dish receiving antenna, and an ultra low noise
receiver, as shown in Figure 31.

The first step in the modeling task was to describe the sub-
system mathematically in terms of link parameters. The list
of parameters of interest in modeling the link is given in
Table 4. The parameters can be divided into two classes:
those which are fixed by nature, state of the art, or con-
straints; and those which are design dependent, and therefore
a function of the design decisions made (e.g. link distance
is fixed by nature, transmitter efficiency is fixed by the
state of the art). However, data rate is free to vary over
some range, as a function of the design chosen to implement
the link,

Before proceeding further, it was necessary to make assump-
tions to specify the fixed parameters and constrain the model
sufficiently to allow analysis:

1. The carrier is X~-band microwaves of wavelength
3.3 x 102 meters, which have been shown to be
especially well suited for high speed communica-
tions at Mars distances, Reference 7.

2, The ground station antenna is a 64 meter parabolic
dish, Reference 8,

3. The rover antenna is a parabolic dish with a point-
ing error of 1°,

4, Uplink parameters are negligible,

5. The overall r.f, efficiency of the transmitter is
20%. This figure is obtained from a 25% TWT effici-
ency and a very low exciter efficiency, Reference 9,

11

6. The worst case link distance of 5.7 x 10 meters‘is

used,

7. Total equivalent noise temperature for the receiving
system on Earth is the sum of the galactic and re-
ceiver noise temperatures, and was assumed to be 30°K,
Reference 10,

8. The communication efficiency, a measure of the ability
of a given modulation scheme to overcome additive
channel noise, is 5%. This corresponds to a 20:1
signal to noise ratio in a typical PCM system, Refer-
ence 11,

The above assumptions specify many of the original list of
parameters. To further reduce the number of unspecified
parameters, equations relating the various parameters can
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‘PARAMETER SYMBOL UNITS
Data Rate ‘ R bits/sec
R.F,. Power Output Pt watts
R.F, Efficiency e ] eeeaa
Power Input Pi watts
Rover Antenna Diameter D mete%s
Rover Antenna Pointing Error A6 degrees
Carrier Wavelength A meters
Weight (Mass) wc kg
‘Volume Vc cubic meters
Heat Dissipation Qc watts
Link Distance L meters
Noise Temperature T OK
Receiver Antenna Diameter Dr meters
Communication Efficiency (BO/B) ————— -

COMMUN ICAT ION SUBSYSTEM:
DOWNLINK PARAMETER LIST

TABLE 4.




be found,

1, Conservation of energy allows two equations to be
written,

+d
il

[

J

2
1

= (l-e)Pi

2. Subsystem weight was obtained as a function of
power input alone from data associated with various
prediction efforts in Mars communication, as shown
in Figure 32, Reference 12,

From the data, a relationship of the form
W =aP, +b
c i

is found to approximate the functionality. For Pi

expressed in watts and W_expressed in Kg, the con-
stants were found to be

a = 0.59 kg/watt and b = 34.0 kg.

3. Similarly, volume was found to be related to power
input in a like manner. The functionality was found
to be approximately linear, Reference '12.

A

VC = 8,3 x 10 Pi + 4.8 x 10"2 meter3

4, The weight of the antenna and its associated steering
motors was estimated to be a function of antenna dia-
meter, D, in meters, as:

W = 2,0 D2 + 5.0 kg, Reference 13.
ant

At this point, it was noted that there remain only three of
the original parameters in Table 4 which have not been either
specified by assumption or related to another specified para-
meter by the simplifying equations identified above: R, P,

and D. In other words, a knowledge of these three parame%ers
alone will, in the light of the basic assumptions listed, com-
pletely specify all of the parameters identified at the be-
ginning of the modeling task as being necessary to uniquely

46
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describe the entire subsystem. Given these three parameters,
a subsystem could be built. However, not every subsystem
would satisfy the requirements which this subsystem is being
asked to satisfy. In other words, not any random choice of
these parameters will produce a satisfactory subsystem. There
must exist another equation which will provide a relationship
which the defining parameters must satisfy. The sought after
extra equation is the classic range equation for a noisy
channel,

For a successful subsystem, the signal power received on

Earth must be sufficiently large to overcome the noise. The
received power is given by

P = PthLpGr s

T
where
Pr is received signal power,
Pt is transmitted signal power,
Gt is transmitting antenna gain,
Lp is the space loss attenuation,
and

Gr is the receiving antenna gain,

Substituting known parameters, for Pr and Pi in watts, D

in meters, the received power is found to be

P =5%x 10719 DZP. .
r 1

For the signal to overcome the noise, the following
relation must be satisfied for PCM.

Pr 10-23(B/Bo) « T . R, Reference 11,

where

B/Bo is the inverse of the communication efficiency,
. . . o}
T is the system noise equivalent temperature, K,
and

R is the data rate.
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Substituting known parameters, assuming the equality, and
combining the above two relations yields the desired rela-
tionship,

R = 42.0 D’P,
1

Only choices of the three variables satisfying the above
relationship will specify subsystems capable of communica-
ting successfully with Earth,

As shown, the communication subsystem can be modeled on

the basis of only two chosen parameters (states), as the
third is determined by the range equation., If any of the
assumptions made at the beginning of the analysis were to

be relaxed, then additional state variables would be included
to uniquely specify the subsystem,

B. Subsystem Modeling Results
The subsystems comﬁrising the roving vehicle are:
1, science payload
2, power generation
3. communications
4, thermal control
5. navigation (position location in Mars coordinates)

6. obstacle avoidance {local obstacle detection and
path selection)

7. computation and data handling
8. vehicle (frame, motors, packaging).

Table 5 summarizes the results of modeling the eight subsystems.
The major assumptions shown in column B were made either be-
cause they were justifiable in terms of the conclusions of pre-
vious studies (e.g., X-band carrier wave for communication) or
because it was necessary to constrain the number of options in
order to arrive at a mathematical model. This second category
of assumptions contains those which must be varied in addition-
al runs of the NLP problem. The collection of all entries in
colums C and D is the total set of design parameters. Using
equality relations of these parameters, it is possible to
establish the minimum number of states, column C. Note that
there are three transcendental equations which cannot be used
to reduce the number of states, and must appear as state
equality constraints in the NLP problem.
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TABLE 5.
RESULTS OF SUBSYSTEM MODELING
A 33 [ D
subsystem major assumptions states other design parameters
science equipment priorities, 1 weight power
events in science stop time required/stop
volume
power battery-RTG configura- 2 battery energy recharge time
tion 3 RTIG power roving time (max.)
4 roving power weight
5 velocity volume
communica- PCM transmission, 6 power bit rate
tions X~-band trans.,, 7 antenna diametey weight
antenna pointing- volume
error
1 thermal radiator-heat 8 temp (p,n) weight
control pipe config,, 9 temp (r,n) power
req'd, temp.=300°K 10 temp (p,d) radiator area
11 temp (r,d) insulation thickness
cooling capacity
navigation power, ,
weight, - none -
attitude [ constants
error
obstacle scanning pattern 12 range max, slope
avoidance path-selection 13 max. slope % terrain passable
algorithm type factor = path length ratio =
power (max. slope/ (actual path length/
weight} constants roving power) straight line distance)
computer power } constants - none -
weight
vehicle 5 wheel RPI-MRV 14 wheel base weight
equipment package vol.
width (track)
height

state equations: one relating power subsystem states

two relating thermal control states

p = equipment package
r = radiator

n = night

d = day




4, System Modeling and Optimization

The design parameters are to be picked in such a way that the
system best fulfills its purpose. The Martian rover has essentially
two functions. The first is to rove the surface of the planet; the
second is to gather and return scientific data. A reasonable objec-

tive function then is:
maximize f(x) = (distance roved) x (science time) .

On a per day basis, f(x) can be written as a function of the design
parameters as:

2 2
(Tgo; S V© Tpo, )/PIR
£(x) = " , Where
(TSci SV TRov + TRov + TRecharge )
TSci = time required for one science stop
S = science stops/kilometer (a new state)
A = wvehicle velocity
TROv = max. roving time before recharge
PLT = npath length ratio
‘I'Recharge = recharge time from max, depth of discharge

The choice of states is limited by other constraints besides the
three state equations. The two constraints that make optimal design
of space systems a real challenge are total weight and volume limita-
tions.

Given the choice of launch vehicle (this may be decided by
monetary or availability considerations over which the designer has
no control), one can write:

51

25 weights of all subsystems £ payload capacity of launch vehicle

> volumes of all subsystems € volume of nosecone of launch
vehicle.

In addition, for the vehicle itself,
2 equipment volumes £ vehicle equipment package volume.
These equations establish the g,'s (inequality constraints). At this

point, the problem has been suf%iciently mathematically formulated to
attempt optimization.
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A program solving the NLP problem using the sequential uncon=-
strained minimization technique, Reference 14, has been written by
Ron Janosko of the RPI-MRV project. At the present time, the program
is being modified to handle the somewhat complex equations which re-
sulted from subsystem modeling. '

5. Future Work

A major effort will continue to be expended toward completing
the present effort of optimizing the current MRV model. Then the model
will be changed to conform with changes in assumptions that need to be
made, and solutions will be obtained for all cases.

A study will be initiated to determine the sensitivity of the
optimum solutions both to changes in the design parameters and model
parameters, Design parameter changes represent changes made during
actual design and construction of subsystems; and model parameter
sensitivities indicate how inaccuracies in the model affect the opti=-
mal solution,

An attempt to separate the determination of mission goals, pro-
files, and system configuration from the optimization process will be
made.

In addition, a more thorough examination of decision-making and

computational requirements as a function of the design parameters will
be undertaken,

Task C, Navigation, Terrain Modeling and Path Selection

The mission plan to undertake a systematic exploration of Mars re-
quires that the roving vehicle can be instructed to proceed under remote
control from its landing site to a succession of desired locations., This
objective requires that the vehicle possess the capabilities: of sensing and
interpreting the terrain to provide the information required by a path se-
lection system, of selecting paths with due regard to safety and other con-
siderations, and of knowing its location and that of its destinations. Tasks
relating to these objectives have been defined and are under active study.

The progress achieved to date is described in the sections immediately follow-
ing.,

Task C,1, Navigation Systems

The aim of the navigation task is to provide a continuous record
of the position of the vehicle as it explores the Martian surface. It
was decided to break this objective down into two main types of navi-
gation systems. The Vehicle Navigation System provides a continuous
estimate of the vehicle's position. However, this estimate contains
some error which grows with time. The Satellite Navigation System pro-
vides a more accurate estimate of the vehicle's position at discrete
instances of time. These are then used to correct the error in The
Vehicle Navigation System, Referring to Fig. 32, it is possible to
see how the entire navigation package is put together.
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The local vertical tracking block couples with the star and/or
pole tracking block to generate a vehicle navigation reference frame,
This frame is then used to transform the velocity measured in the
body frame into the proper reference frame for use by the vehicle
navigation scheme, The vehicle navigation scheme uses this trans-
formed velocity and the on-board clock along with some initial con-
dition of the estimated position and basically integrates the velocity
to obtain an estimate of vehicle position as it travels on Mars.

-

The satellite navigation scheme uses a knowledge of the naviga-

_tion reference frame, the clock, the output of a satellite tracking

system, the prediction of the present satellite position and the
present output of the vehicle navigation scheme to obtain an estimate
of the present vehicle location. Here the estimate for the vehicle
system is used as an initial estimate in an estimation scheme.

The outputs of both the vehicle navigation scheme and the satel-
lite navigation scheme are combined to obtain a best estimate of the
true vehicle position. This final estimate is then used as an initial
condition for the vehicle navigation scheme. The output of the vehicle
navigation scheme is available continuously where the satellite system
output is only available at discrete instances where the satellite can
be sighted by the rover.

At present work is progressing on the design of the satellite
navigation system. The local vertical sensor and the star and/or pole
tracking system and the vehicle navigation scheme have been completed
during this last period. Work in these four areas is reported below.

Task C.1l.a, Satellite Navigation System - R, E, Janosko
Faculty Advisor: Prof, C, N, Shen

During this period this task has attempted to minimize some
of the errors inherent in the primary navigation system, That
system assumed that the rover could track the orbiter and record
the distance from the rover to the satellite. It was further
assumed that the exact location of the satellite was known. From
this information, the absolute location of the satellite and the
location of the satellite with respect to the rover, it was then
possible to solve for the location of the rover. An error analysis
was then performed on this method of determining the rover's posi-~
tion, Nominal errors in the required measurements and in the loca-
tion of the satellite led to a reasonable error in locating the
rover, Reference 1l4.

The basis system studied is given in Figure 33, the Iy, I,
I3 are inertial axes centered in Mars, % is the vector that locates
the rover on the Martian surface, Sy, S, 53 are the three position
vectors of the satellite, and Pj, P9, P13 are the three scalar dis=-
tances from the rover to the satellite. For the present analysis
it was assumed that the rover was fixed on the Martian surface and
that Mars was not rotating. ‘

In order to perform an error analysis on this scheme, perturba-
tions were introduced in the measured quantities as well as in the
components of the X vector. These deviations in the X vector were
then algebraically solved for in terms of the errors im measuring
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the range and in locating the satellite,

These error equations were able to be written as

—— T -1

(X-Sl) Pl l RRRS
. _ ~\T - — Ny
A% = (x-sz-) Fz AJD + | As (1)
- - T
(x-5,) P3 [

where

-

X 1is the rover error vector giving the error in the
three component directions

Af) is the error in the range measurement (assumed
equal for all three measurements)

AS is the error in locating the satellite (assumed
equal in all directions)

S 1is the error in the relative location of the satel-
lite (assumed proportional to a clock error and
about .1 s)

For Equation 1, a 1 km error in As and A of 5 m,, it was
found that for 3000 km orbit A%JAR was about 3 km.2 which is quite

reasonable,

The final navigation error is thus able to be written as:

5,5 §) ()b s}.

where A%, Ap and As are as previously defined,

[B&, 5.,°5,, '53)] ’1{§Aﬁ+ B (%,

B(x, s 29 5,) is a 3x3 matrix whose elements are functions
he rover location X, and the three satellite locations

and B,.

S1> 8y °3

p is a vector whose components are the three range measurements
to the three satellite positions § S..
P12 P> L3 P 1> %22 83

{1) is a vector where components are (1,1,1)T

Note that the error in 4% is one-to-one with the error in locating
the satellite.

Instead of minimizing the value A% directly, we will minimize
the trace of the correlation matrix of A X or the mean squared error
(MSE). This trace can be written as E(AXTAX). 1If it is further
assumed that the error in the satellite location and the error in
the range measurement are independent and uncorrelated then the
problem can be written as minimize
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MSE = P TB'lTB"lf AP"

~,
where p and B, have been previously defined, and &if9'is the
variance of the range error,

The error related to the range errors is a function of the
rover location X, which is arbitrary. If one were to look at re-’
ducing this error as a function of rover location we would unneces-
sarily restrict the area able to be explored by the vehicle. This
error is also a function of the satellite position, However, this
is a variable that can be controlled. 1t is possible to select an
orbit so as to minimize the navigation error. For the present it
‘was decided to assume that the orbit is circular and that the in-
clination doesn't enter into the error, This means that we can
choose the altitude A, of the orbit. One also can choose the
relative location between the satellite locations. To choose these
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locations it is possible to vary the angle ¢, where &< is the angle
between satellite vectors. This corresponds to deciding how often to

take data. Figure 34 illustrates the simple problem chosen to test

the method of minimizing the error vector. The variables in this case

are A and .

As mentioned previously, the error is a function of the rover
location, To eliminate the problem of studying all rover locations
and how the error varies at each, only the case where the rover is
fixed, so that a line from the rover to the second sub-satellite
point on the surface is perpendicular to the trace of the orbit on

the surface, was studied. Further, the rover was located so that it
is the maximum distance from the orbital plane that the rover can be

and still see the satellite three times,

With the above as an outline indicating most of the mathematical

background necessary, the problem could then be stated as

min: f.)- B‘.Tswlﬁ A;z.

x, A
. . - A D
subject to: Amax A2O
A - Amin 20
B—ox >0
cosy cosX - cos@ =0
cos f - sinﬁ-—g—- =
I RHA
where
Rsin Rcos - (R+A) cos (R+A)sin
= |Rsin Rcos - (R+A) 0
Rsin Rcos - (R+A)cos - (R+A)sin

and
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P
P = |,
P3

At this time the analytic solution to the above problem is
completed. The optimal A is 2971.06 Km, the optimal = is
1.16 x 10~% radians (a measurement interval of 0,28 sec)., The
minimum mse is then 6.08 x 104 Km? for a AGEL of 2.5 x 10~9Kkm2.

While the analytic solution to the problem was being investi-
gated research was undertaken to see how the use of a laser range
finder with its power requirements will effect the optimal solution.
The laser will add additional constraints to the minimization problem.

The average power P v’ drawn by the laser must be less than or
equal to the maximum power available to the laser subsystem. That is

p %p
av max

where Pmax is the maximum power available, Also the power received,

P_, must be greater than or equal to the minimum detectable power at
the receiver. Or,

where P oin is the minimum detectable power. Further, to be reali-
stic, the energy input to the laser Ein should be less than or equal

to the energy rating of the laser E If t is the time required to

L°
charge the laser, then the input energy Ein can be represented as

., =P t
in av
and thus the constraint
>
EL Pavt

Letting the efficiency of the laser system be € , the power trans-
mitted in one pulse of the laser, Pt’ can be represented by

p,= &ay " (2)
: T
where 7 is the pulse width,

The problem now is to relate the power transmitted to the power
received. The transmitted beam power Pt’ and the power that is
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incident on the target, P, are in a ratio proportional to

the target, A_, and the area that the transmitted beam has at
the target range. This last area can be represented in terms
of the average distance from the target to the transmitter, ‘p s
and in terms of the beam divergence angle 9 . This power ratio
is thus able to be written as

P AT : )
T

2 (3)
P (e

Likewise the ratio of power received by the receiver, Pr, to
the reflected power from the target, P, is in the same propor-
tion as their relative areas are, that is,

P A
T

r  _r_, %)
P TG

where A_ is the receiver area, and © 1is the returned beam
divergeﬁce angle, It should be mentioned here that it has been
assumed that the satellite has been equipped with a retroflect-
ing surface so that almost all of the incident radiation onto
the target area is reflected back in the direction of the trans-
mitter/receiver group. If one of the natural satellites or a
non-reflecting satellite is used instead then one must include
the losses due to the scattering of the light by the non-retro-
flecting surface,

Besides the geometric losses, there is also the atmospheric
absorbtion of some of the power, the slight losses at the retro-
flector (or large losses if not retroflecting), and optical losses
in the transmission and receiving of the laser beam. If }f repre-
sents the one way atmospheric loss, }f represents the factdr
correcting for the reflective loss, and h represents the overall
optical efficiency of the system, then the transmitted power can
be related to the receiver power rather accurately by

2
_lir_:__ = ’],QSa ¢T A A (5)
P 2 2 2 X4
t T e 6°p

which is obtained from equations (3) and (4) when the loss
factors are included.

Equation (5) can now be used to relate the time to charge
the laser and the power received. Using equation (2) in equation
(5) the following equation results:

P = ns.yf )§TAAP t
r

2 .2
T e, et'rp




The time between sightings must now be made to correspond
to the time to charge the laser. This can be done by relating the
period of the orbit to the time it takes to travel an arc length
equal to o< degrees, This relationship can be given by the follow-
ing formula that holds for a circular orbit, Reference 16,

3/2
t. = o(-(.A__.'i)__

b. 207.0

where t. represents the time between sightings in seconds and A
and R are in kilometers and & in radians. It is now required
that the time between sightings be greater than the time used to
charge the laser. This can be represented by

Lo o bt R

207.0

After a detailed investigation of laser rangefinders in the
literature, we found that it was possible to form a relationship
between the signal-to-noise ratio and the root mean square (RMS)
range error., For a pulsed laser this relationship can be given
by, Reference 17,

~2 % ke 1 1% |

where ¢ is the speed of light in kilometers/sec, b is the pulse
detector bandwidth in hertz, K is a dimensionless constant depend-
ing on the shape of the bypass characteristics and equals approxi=-
mately 0.4 and (S/N) represents the signal-to-noise ratioc in db.
It was further possible to relate the (S/N) to the receiver power
by the following equation which holds for a photomultiplier tube
detector, Reference 18,

%) P :[

hY" r

bq [ 1+ /P, + (I7E) o]

S/N = 10 log { (7)

where q is the electron charge (coul.)

h is Planck's constant (joules-sec)

n is the quantum efficiency

V" is the frequency of radiation (sec-l)

PB is the background power falling on the detector (watts)
b is the bandwith in hertz

Id is the dark current (amps)

Equations (6) and (7) can now be combined to yield
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(&p >%,= % [ ‘ N
qn - hy
log[@ 2] 1og[_4bqi\1+PB/Pr + (/R (O )y
In this section all of the constraints and the objective
function are not in the standard nonlinear programming format.
This standard format can be written as
. =T = = = = 2IT _ - = = = =l_ A2
min: p B(x, S1» Sps s3) B(x, S1» S9o s3) }JAP
subjedt to:
The equality constraints
cos =-sinf3 - R 0
R+A
cos ¥ cos-cosB =0
_ e p’aZ 'ﬁ’ 7 AArP oyt =0
r x> r
T e 2 0.2Tp 4
o _ (ke)2 0.05
(Ke)” d = 0.
AP 2b I

Log [ @r | - 1og [4bq {1+PB/Pr+(-1;1r’~) %l‘f)}

and the inequality constraints

*x-p =0

w
o

1)avt - El

£ - ok (AR)S/2

207.0

v
(o]

n
Also 'P’= (O+-p,+P3)/3, that is P 1is the average range measured,
and B and JB are as previously defined.

The minimization is to be carried out with respect to the variables
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Xy p A, X s P e’ AF v* All othér quantities in the

above equations are treated as constants and their values must be
specified before the problem can be solved. The analytical solution
to this total problem is not yet complete. It is anticipated that
this problem will be solved by February 1972 by which time additional

constraints specifying the area of surface investigation will.also
be included.

Task C.1l.b. Vehicle Ndvigation System - H, M, Chen
Faculty Advisor: Prof. C. N. Shen

The objective of this sub-task is the design and analysis of a
surface navigation system for a Mars Roving Vehicle. The major em-
phasis during past period has been directed to a detailed error analy-
sis of the proposed navigation scheme.

During the past period when designing a rover navigation system,
an attempt was made to avoid using conventional navigation methods
which use a gyro-platform with accelerometers because they are ineffec-
tive for low speeds and high vibrations, a direct velocity sensor,
Reference 19, was devised to measure the velocity relative to the
Martian surface in a vehicle body-bound frame. The velocity measure-
ment was then transformed to a non-inertial reference frame for com-
putation., To establish the reference frame, the vehicle has to measure
continuously, a unit vector uy, pointing away from the Mars center, One
of the axes of the frame, x], is aligned with the vector uV The second
axis is placed perpendicular to the plane formed by the pole- -star and
local-vertical directions in the direction of the vector u, x uv. The
third axis is orthogonal to both the first two axes and forms a right-
handed triad. By integrating the velocity components along these three
axes, the vehicle computer is able to continuously track the value of
radius r(t), 1at1tude7\(t), and 1ong1tude ¢(t), with reSpect to a Mars

point with the value (r,, Aq, ¢0)

Due to the errors of the initial position estimates, the velocity
measurement, the optical star-tracking device and the local-vertical
sensor, the computer errors in r(t), A(t) and g(t) are found to be pro-
portionally increasing with the distance traveled by the rover. It is
then concluded that the system needs re~initiation periodically by
using some outside independent information, e.g., the rover position
estimates from the satellite update system, Reference 15.

There are two kinds of singularity problems in this system when
the rover is near the Mars poles. They are the reference frame
singularity problem and computational singularity problem. The former
is due to the closeness of the pole-star vector and the local-vertical
at -high latitude area., To establish a more accurate reference frame
in the area A 70 degrees, it may be suggested that additional measure-
ment such as consecutively observing three known stars which are near
the Mars equator and about 120 degrees apart, should be obtained.
Concerning the computational singularity problem a region called POLE
AREA is defined for the latitudes from ) = 88° toA = 90°. This POLE
AREA is then a circular, almost flat region with a radius less than
120 km's, Within the POLE AREA, it would be proper to stop the above
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surface navigation system and use landmarks, sun tracking, satellite
or even place a beacon as a reference, '

Comparison with other navigation schemes

After a review of the literature it was possible to compare
other candidate navigation schemes by means of the table following.
Table 6 compares four candidate schemes. The system proposed in the
earlier part of the section is the pole star-local vertical/velocity
sensor system. The other three systems are commonly used navigation
systems. ‘

As a result of this rough comparison it was decided that the
gyro/accelerometer inertial system and the body bound gyro system
could be dropped from consideration as candidate systems. This was
because of their short independent operation times and because of the
large error sources that were inherent in the systems themselves.
Further it was decided that a hybrid system using basically the odo-
meter gyrocompass system updated by the pole star location could com-
bine the best of the remaining two systems. A more thorough discussion
is given in the technical report that was written in the area and is
summarized in the next section.

The above comparison suggests that a possible feasible and reliable
system might be the one described as follows. For the physical platform,
use a horizontally stabilized platform which is orientated with respect
to the local vertical only. A north or south seeking gyrocompass is
mounted on a pivot fixed to the platform, such that the gyrocompass is
free to rotate with respect to the normal of the platform. A pole star
sensor,which is also mounted on the platform the same way, is used
periodically to update the north or the south of the gyrocompass.

The distance traveled by the rover is measured by using angle
pick-offs on the two driving wheels, Weight the angle measurements by
some function of the steering angle when the front wheels are turned.
Measure the horizontal deflection angle @ of the tail wheel arm to
calculate the lateral slide of the vehicle., The horizontal deflection
angle }& of the arm caused by the steering angle 6 alone was reported
in Reference 19. Once ﬁi(e) is evaluated, the lateral slide Sg; of
the vehicle can be calculated as

S,, = S

Bl =~ Spp tan (‘0“%)

when Sp, is the weighted odometer reading within some short time in-
terval (say one minute, or equivalently 20 meters) when § and §1 can
both be considered as constants,

This distance is measured in the vehicle body frame., In order
to transform it to the local reference frame for use by the vehicle
navigation system, the pitching angle A and the rolling angle § of
the platform and the yawing angle o of the gyrocompass have to be
measured. The transformation is accomplished by means of the equa-
tion
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E ' Bl
Sy | = AG) B(g) C(f) | s,
Sy | . 0
where SE’ SN’ SV = transformed distance components along the E,

N and L.V, directions respectively. The matrix A, B and C are de-
fined as

cos X sin A 0
A(x) = -sin X cos & 0
0 0 1
1 0 ) 0
B((b) . 0 cos /3 - sin 3
0 sin 2 cos 3
cos ¥ 0 sin ¥
=10 1 0
-sin ¥ 0 cos a/

Now, if SE(k), SN(K) and SV(K) are used to denote the transformed

distance measurements in the Kth time interval, the updated position

" of the vehicle at the end of the ith interval can be calculated as

follows:

B(t) 00 ¢ SE(K)/ ¥ () cos (k)
At) ={ x + Z S, (K)/ =

o k= N (K)
r(t) ro Sy (K

where [ 0(t), A (t), Y'(t)—lT is the rover position at time t, and
(ﬁo,ko,r’o) is the initial position, The time interval (o,t) has

been divided into i equal subintervals which are assumed to be small.

To consider the output accuracy of the above modified system,
the following possible error sources are investigated. The distance
component S}32 is measured by two angle pick-offs which are mounted on

the driving wheels. Due to slippage, sinkage and wheel deformation,
Reference 20, etc., a 5% proportional error would be a reasonable
guess. Also some amount of bias error may exist due to poor calibra-
tion, When the vehicle is turning, improper weighting on the angle
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pick-off outputs is another source of error. The lateral movement
SBl which is related to SBZ apparently has a larger error. The

lateral deflection angle @ may be a very poor measurement if the arm-
wheel assembly is not light, Reference 19, The angle measurements o,
B , Y are comparatively accurate for transformation purposes, if the
sampling time intervals are chosen to be very small. Hence as a first
approximation, the &, , ) measurement errors will be neglected. It
should be understood that although these angular measurements can be
made accurately, the measurements 3 and ¥ contain the platform error
and/or the local vertical sensor error, and the measurement & contains
gyro misalignment and drift errors. Assume that the normal to the
platform plane does not follow the true local vertical but deviates
from it a small angle gy , and the gyro drifts from the true northor
south by a small angle £4 . To show the consequence of the error
sources stated above, the system equation is perturbed to yield the
following:

| ‘ el :
ASE ASBI siny 0 cosy 851
- A
Asy ABC| AS,, | + AB 0 0 O Sgo | A0
ASV 0 -cos y 0 -sinB 0
0 0 SBl
+A 0 -sinp -cosf3 | C 852 Ap
0 cos g3 -sin(5 0
-sin -cosex O S
4 o BL LA
cosd =-gin 0 BC S
B2
0 0 0 0

where the A quantities are interpreted as the associated errors,
and the non- £ quantities can be interpreted as the associated true
values. It is clear that

Ao<=£6

A,ﬁ = Ey cos fd

Ay = Eyv sin W

If &v and &£q are considered as small gaussian random variables
with zero means; the angle # is a random variable uniformly distri-
buted on [0, 2T, and the quantities ASB1 and &N Spp are taken

as gaussian random but with non-zero means, it then follows that
[Asg ,ASN, ASV]T is a random vector which is a function of the

i W
random variable A SBl’ A SBZ’ £ 5g and .

V’



*Note that in this example S
interval n.

To get more insight into the above analysis, an example is
given as follows: Assume that the rover travels eastward for 2000
meters, in a straight path with constant speed, on a horizontal
terrain such that '

= Ir = = O
=3 @~
and the lateral movement

Sg1 = O

Also assume that the instrument errors have zero means and the

following standard deviations

1/50 radian

s.d. of éa =
s.d., of &y = 1/50 radian
- s.d. of SB2 = 5% of SB2

Then, from the perturbed error equation, we get

ASE(K) A Sp (K)
dsg) | = - 85, (K) &g
ASV(K) - SBZ(K) &y cos W

where the interger K denotes the Kth measurement of the distance.

If we can claim that with a total of n measurements in equal time

intervals, the associated measurement errors in different time in-
tervals are uncorrelated, then the mean square position errors at

the end of the 2000-meter trip are apparently’

e [Oosescr)] . Voar EASsz(kﬂ
Lol e sl Z | SRR Var ()
k=l | & [aS/(K] k=1 12 Sg, (K) Vor(gy)

B2 is equal to 2000 meters divided by the total

68



. 0.05 x 2000 (IOOA )—L
A =%
Vs nF [« |y | me?
n i g
Lo %
+ (22287 (&,) LE

Note that the result is valid only for the particular number n.
For example, if n = 100, the root mean square errors at the end

of the trip are 10, 4, 2,8 (meters) in E, N and L.V. directions
respectively, For larger n, the errors in different intervals are
correlated, thus cross product terms should be added to the above
result which we will not elaborate here. Instead, let's consider

. the problems associated with making n as large as practical so

that the accumulated error will be small. It can be seen that the

main cause of error correlation in our system is mechanical response

time, specifically the response of the platform. For example, if
the platform is initially tilted in some direction (some specific
values of &y and W ), it will remain tilted so that its mean di-
rection in the near future is in approximately the same direction
as its original orientation due to its inertia, Hence within some

short time interval the noise cannot be considered as white. There-

fore, finding a large n is equivalent to building a platform which
is light in weight and with a small time constant of response, It
is then understood that to divide the platform system into a pilot
platform and load platform might be an attractive alternative.

The main conclusions that can be drawn thus far are summarized
below.

It has been shown that a non-inertial reference frame is feas-
ible for surface navigation, The reference frame aligns its axes
with the local vertical, local north and local east, With this
set of coordinates a dead reckoning type of navigation can be used
utilizing distance measurements obtainable from the rover wheel
variant. An error analysis of this system has been made with the
recommendation that the surface navigation system be periodically
re~initiated because its error grows with distance traveled.

The future work in the area of surface navigation will concern
itself with landmark navigation and, in particular, with stereo-
scopic maps of the surface,

Task C,l.c. Preliminary Design of An Automatic Device for the
Location of the Pole Star and/or True Pole of Mars
Faculty Advisor: Prof. C, N. Shen

For surface navigation of an unmanned vehicle on the planet
Mars, the location of the Martian pole star can be used to help
generate the needed reference frames. Since an unmanned vehicle's
initial surface orientation is unknown, there would be some

69



70

difficulty in locating the pole star. The object of this task
is to design an automatic system for the unmanned vehicle whose
purpose is to locate the pole star of Mars and to supply this
information to the navigational equipment,

The automatic system operates on the concept that if a unique
group of stars can be found in the heavens, a geometrical relation-
ship can be derived from this group that allows the generation of
the location of the pole star. This is accomplished through the
use of a pattern recognition system. The system designed in this
project operates on this principle and will locate the pole star
and/or any point in the heavens desired. The pole star location
generated by the system is more than accurate enough for most navi-
gational needs.

(1) Identification of the Pole Star and the approach for its
location, The determination of celestrial coordinates of the
pole of Mars and the mathematical approach to location of
pole star and/or true pole of Mars has been described in
References 15 and 25.

(2) Description of basic star locating/tracking device. The
basic device for locating and then tracking a binary refer-
ence star is illustrated in Fig. 35.

(a) Telephoto lens ~-- The telephoto lens is used to
gather light from all stars in a specific angular field

of view (about 29), determined by the lens construction,
and to direct it into a small focal plane. Instead of
picking up all objects in its field of view with equal
intensity, as is common in telephoto lenses, this lens

is constructed in such a manner that a star in the center
of its field will be picked up as a slightly greater in-
tensity image than a star of equal magnitude on the edge
of its field., The reason for this will be explained later,

(b) Collimator -- The collimator takes the light emerging
from the telephoto lens and forms it into a tightly col-
limated light beam. :

(c) Prism -- Upon leaving the collimator, the light beam
encounters a prism made of dense flint glass, forming a
right angle with the prism face first met, Upon leaving
the prism, the light beam diverges as an immediate result
of the variation of the refractive index of the optical
glass with wavelength, There will be an approximate
angular separation of 1.65° degrees between the two ex-
tremes in the visible spectra.

(d) Mirrored optical path -~ To obtain a distance of
separation of about two centimeters between the two ex-
treme wavelengths, an optical pathlength of about 0.7
meters is required. This is accomplished through the use

of a mirrored box, into which the emerging beam from the
prism enters. Inside the box, the diverging beams of light
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are reflected along an optical path of the desired length
and at the end of this path they leave the box and fall
upon a one dimensional array of light sensitive devices.
Thus a high intensity light beam has been dispersed along
a light sensitive array giving a distribution of light in-
tensity related to the distribution of wavelength in the
original beam, at a cost of having less light intensity per
unit area than the original beam (though the total light
intensity is constant).

(e) Photo-detector -=-

1. Background material. The time rate of light energy
is referred to as luminous flux., The luminous flux is the
characteristic of radiant energy which produces visual sen-
sation, The unit of flux is the lumen, which is the flux
emitted in a unit solid angle by a uniform point source of
one candela, which produces a total luminous flux of 4
lumens, Reference 21.

In measuring stellar magnitudes photoelectrically, the flux
in lumens L from a star of magnitude M which is received by
a telescope having a diameter of d inches can be expressed
as follows:

2.5 loglo(L) = 7,57 - 30 + 5 IOgIO(d) -M

For a telescope with a diameter of five inches and a star
of magnitude three, L = 1.68 x 10"~ lumens, Reference 21.

2. Comparison of Photo-Detectors. To find a photo-
detector which would perform satisfactorily with this
magnitude of luminous flux, a study of photodetectors was
performed. The approximate range of power or luminous flux

for which various types of detectors are useful is given

in Reference 22,

3. Limitations on Desired Photo-Detector. As a result
of this study, it was decided to use silicon photojunction
cells. Assuming an 8% loss of intensity in the telephoto
lens, 4% in the collimator, 2% in the mirroredunit and 1%
in the prism, the photojunction cells are still capable of
handling the job. A silicon photodiode is basically a p-n
junction, exhibiting anonohmic characteristic. Reverse
biasing the cell, it operates as a photoconductive device
and its output is developed across a series load resistor.
In photo-voltaic applications, the cell is used to convert
radiant power directly into electrical power. Due to its
greater sensitivity, the photoconductive mode of operation
will be used, References 21, 22 and 23.

After a discussion with staff members in the
Electrophysics Department at R.P.I., it was decided that
if there was no need to worry about impulses of light and



the resulting transients, i.e., the star is viewed for
1 msec or more, and the device is operated at a low
current level, a one dimensional array of diodes may
be fabricated having a diode width of approximately

.2 mil/unit. Thus a one dimensional array that is two
centimeters long could contain, if desired, approxi-
mately four thousand units, with the leads coming in
from above and below the array.

Assuming that an array of photojunction cells
may be fabricated to operate at a level of 10-12 lumens,
the number of elements in the array is limited by the
minimum amount of light required by one unit. Using the
assumed losses in the optical devices,

(1.68x10"°) x .92 x .96 x .98 x .99 lumens

10"12 lumens/unit

1450 units

the 1limit would thus be a 1450 unit array. Since there is
a spread of approximately three thousand angstroms over
the range of interest, the number of units in the array is
arbitrarily chosen as five hundred.

4, Operation of Photo-Detector. For a first check
on the identity of the observed star, the outputs of all
the array elements are summed and this sum is related to
the star's magnitude. If too low a magnitude is indicated,
the star is rejected and the device will begin scanning for
another star. If the magnitude is great enough, the output
from each array element is compared against predetermined
standards' corresponding to each of the desired relerence
stars dispersed spectra. If the observed spectra does not
correspond to one of the preprogrammed spectra, the star is
rejected and the device will begin scanning for another
star. 1If the spectra does correspond to that of one of the
binary reference stars, a digital signal identifying the
star will be generated and a signal will be sent the star
tracker unit to maintain the location of this star.

(f) Positioning device for tracking of reference stars --
The star tracking unit, upon receiving the track signal
will move into place between the telephoto lens and the
collimator. It will proceed to position the star at the
optical center of the telephoto lens, the point where the
effective intensity of the star will be the greatest (due

to the construction of the lens). This will be accomplished
through the use of a segmented, light sensitive disk (Cdg).
Constructed of four identical wedgeshaped segments, the out=-
put of each segment is related to the intensity of light
incident upon it. Through the use of a servo-mechanism
system, the direction of the telescopic lens is adjusted

to give equal outputs from all segments corresponding to
equal light intensities on all four segments. This occurs
when the star is exactly centered in the device.
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(3)

Location of Pole Star.

(a) Location of second reference star -- Once the first
reference star is located, a modified sweep path will be
used to locate the second reference star. A second unit,
identical with the first one just described will be ..
positioned at an angle, with respect to the first unit,
equal to the angular separation between the already loca-
ted (now known) reference star and one of the other two
reference stars. The second unit will sweep a constant
radius circular path around the first unit. If the second
reference star is located and identified, the second umit
will track it and thus maintain its location., If it is

not found, the angle of the first unit, with respect to the
second unit, will be changed to equal the angular separation
between the already found reference star and the remaining
reference star. The modified sweep path will again be used,
now locating and identifying the second reference star.

(b) Generation of the location of the Pole Star and/or
true Pole from locations of reference stars -- Having
located and identified two reference stars, it is neces-
sary to use them to locate either the pole star or the
point in the heavens over the true pole., The two star
locating units are mounted on a platform on the roving
vehicle. They are gimballed to move in twodirections only,
one direction being parallel to and the other being in a
plane perpendicular to the surface of the platform. A
fictitious reference frame, xyz, is established on the plat-
form,

In the star charts, the right ascension and declina-
tion of a star is measured with respect to a specific vernal
equinox, Reference 24, Since this is a relative measurement,
the right ascension and declination of the reference stars

can be measured with respect to the point in the sky where

the fictitious y axis is directed towards at a specific time.

If this is done, the angular measurement of the gimbal in the
xy plane corresponds to the right ascension and the angular
measurement of the remaining gimbal corresponds to the declina-
tion of the reference star in terms of this fictitious frame.
Knowing the right ascensions and declinations of the two refer-
ence stars in this fictitious reference frame, it is possible
to compute the right ascension and declination of the pole star,

(or point in the heavens) with respect to this frame. Since the

rest of the navigation package is also located on this platform,
this gives to it the needed location of the pole star.

(c) ©Pole Star location error -- Errors in the location of
the two binary reference stars will result in an error in the
generated location of the pole star and/or true pole. Con-
sidering the fabrication techniques of today, the reference
stars should be located by the locating/tracking device to
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less than 0.1 degrees of their correct locations. Intro-
ducing these errors will result in the generation of a pole
star location that should be well within the tolerances for
most navigational needs, Reference 25,

(4) Conclusion. The navigational approach to locating the pole
star and/or true pole using binary reference stars is feas-
ible, generating the pole star location exactly if the refer-
ence star locations are exact and not generating unreasonable
errors in the pole star location for small errors in the re-
ference star locations. The pattern recognition system is
shown in the body of this report to be capable of operating on
the light intensity emitted by the reference stars., Once the
reference star is located, the method for maintaining its loca-
tion and generating its coordinates in the vehicle reference
frame is easily applied with a high degree of accuracy, being
limited by fabrication techniques.,

Looking at the total system, a pole star location error of
less than one tenth (0.1) of a degree should be entirely
feasible if care is taken in the construction of the system
and if the platform on which it is mounted is kept reasonably
stable with respect to the Martian surface,

Task C,l.d. Local Vertical Sensor -~ Mark Rodamaker
Faculty Advisor: Prof, C. N. Shen

One of the requirements of the vehicle navigation system des-
cribed under Task C.1l,b, is a subsystem capable of defining the local
vertical. The objective was to design an accurate, disturbance in-
sensitive, and physically realizable device. The gyro pendulum,
shown in Figure 36, was chosen because it could be tuned to produce
very small errors even when large inputs of velocity, acceleration
and jerk (i.e. acceleration of acceleration) were to be encountered.

The final design calls for a thin disk rotor of radius 2 cm.
spinning at 188,000 rpm with a c.g. to gimbal axis offset (r) of

0.0535 cm. If a value of 3.66 = 2 is assumed for the martian
gravitational acceleration, thei these parameters predict a natural
precessional frequency, 0@», of 10-3 radiams |
sec

The analytic equations of a gyro pendulum, (eqns., (2) and (3)
of References 15, 26 may be expressed in terms of wa and the inputs
if w3 = EEE , where m is the mass of the rotor, g is the Martian
gravitation, r is the offset and H is the angular momentum of the
rotor, The inputs are the velocity, acceleration and jerk components
in the horizontal plane. If these inputs can be found or approxima-
ted, then the performance of the gyro pendulum is specified, Since
the true inputs which are related to the vehicle's velocity and sus-
pension system and the terrain are mainly unknown quantities at this
time, it was necessary to estimate the inputs based on an approximate
vehicle vibration technique. By September of 1971, however, better
values may be available as the RPI MRV vehicle dynamic simulation
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analysis is presently underway. At.the present time, the follow-
ing maximum values were chosen:

vmax = 445 m/sec
a = 8 m/sec2
max

-

jerk = 144 m/sec3
max

These inputs were assumed to be impulsive to permit a reasonable

solution of the analytical equations, Furthermore, the impulse mode

represents a worst case, With these estimates a maximum error of
-3 radians

1.39° is predicted if Wy= 1077 ZEE2ER2

Almost all of this error was due to the jerk term. This term
is probably the least accurate of the input terms which is unfortunate,
In actual operation, errors would probably be less than 0.1° due mainly
to the fact that a positive jerk must be followed by a nearly identical
negative jerk and vice versa with a quite short time interval between
them, The net response is the sum of the two responses which should be
very small compared to the maximum amplitude of one response by itself,
This is very low disturbance sensitivity and appears to satisfy the
objective of the preliminary design,

Once a preliminary local vertical sensor was fixed, work was ex-
tended into the area of platform design since the task of providing a
local vertical was only a subtask to providing a vertical platform
for the navigation package. Time was too short for an analysis of the
entire system, .but conceptual plans were made which should point the
way for future work.

One outcome of this brief investigation is that it would be desir-
able if a platform within a platform could be constructed. This
arrangement isolates the gyro pendulum from the gross rotations of the
vehicle if the gyro pendulum is mounted on the inner platform. As
shown in Figure 37, the input to the gyro platform is the error in the
navigating platform which should be much smaller than the rotation of
the vehicle. Also, the input to the gyro pendulum is only the error
in the gyro platform which is due to the previously reduced input from
the navigation platform. 1In addition, there are many adjustable para-
meters in the system which should allow high degree of accuracy when
the system is finally built. The entire system is shown in Figure 38
to demonstrate one way of arranging the components.

In conclusion the task of designing a local vertical indicating
device has been accomplished. The resulting design appears feasible
to construct and highly accurate in operation. Further refinement of
system accuracy and parameters may be possible when the operating
environment is better defined. Eventually, this device must be con-
structed and all the physical problems inherent in meeting the
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specifications must be solved. This actual physical construction
along with continued platform study should comprise the majority
of future work on this task,

Task C.2., Terrain Modeling and Path Selection - A, M, Rautip, C. Pavarini

Faculty Advisor: Prof, S, Yerazunis

It is desired that, once landed, the vehicle be able to pro-
ceed autonomously from the landing site to predetermined locations
on the martian surface., This objective requires the development of
a system by which the vehicle will be able to sense the terrain in
the direction of travel and to choose a safe path toward a distant
objective,

Past work in this task area has produced a terrain modeling
system and path selection algorithm involving an ideal, discrete,
line-of-sight electromagnetic sensor, Ref, 27.

Beyond this point the following objectives were defined:

(1) Determination of the effect of given amounts of
sensor error upon the range data and subsequently
on the vehicle's conception of the unknown terrain,

(2) Evaluation of the error sensitivity of the path se-
lection algorithms so as to produce quantitative
measures of value whereby future alternative path
selection algorithms can be compared. The fact that
choosing the '"best'" path is no longer a deterministic
matter when range information is obtained by an in-
accurate sensor is of prime importance in this phase
of the study.

(3) Once the implications of phases (1) and (2) have
been drawn and studied, the generation of sensor
parameter requirements necessary in order to suffi-
ciently describe an unknown terrain can be undertaken.

During the first half of the year, primary emphasis was direc-~
ted to the first of these objectives. At this time, the criticality
of short range terrain sensing was recognized and the priority of
effort was turned to this task, postponing effort on the second and
third objectives defined above.

Effect of Sensor Errors on Long Range Terrain Modeling

The effect of sensor error on long range terrain interpretation
has been described in detail in Ref. 28,

In brief, azimuthal angle sensor errors were determined to be
minor and emphasis was directed primarily to the evaluation of eleva-
tion angle errors.,

i
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Initial work revealed that elevantion angle errors give rise to
errors in range data whose magnitude is dependent upon:

(1) The amount of elevation angle error.
(2) The terrain being modeled. ) s

Since a determinjstic numerical analysis was impossible due to
the dependence of the resulting gradient errors upon the type of
terrain being modeled, a computer program which simulated the vehicle's
data acquisition and terrain modeling system was written. Two programs
were constructed, their difference being the method by which the actual
terrain could be inputed into the simulation. Their description follows:

(1) Continuously defined terrain - The surface is intro-
.duced in the form of a combination of gaussian hills
and inclined planes. This program enables one to
compare the ranging and gradient data obtained with
an ideal sensor, an imperfect sensor, and actual
terrain slopes and gradients,

(2) Point-wise defined terrain - This program makes use
of a terrain model which can be generated through a
contour map on which the sensor location is chosen
and azimuth lines are drawn. The intersection of
the azimuth lines and contour lines are inputed into
the simulation in terms of distances from the sensor
and elevations relative to the sensor., Consequently,
the terrain is composed of a set of connecting poly-
gons whose intersections with sensor beams can be
computed exactly.

Both programs enabled the user to introduce sensor inaccuracies
in the form of elevation angle alignment error and imperfect range deter-
mination. The elevation angle error was modeled by a normal distribution
of error about the correct angle. This was believed to be a realistic
simulation of the inaccuracies of an actual servo-mechanism, namely, -
(1) a D.C. or bias error which can be accounted for, (2) a knowndistri-
bution of error and (3) a completely random error. In the case of the
ranging error, also modeled by a normal distribution about the correct
value, the standard deviation of the error was made proportional to the
range itself, therefore simulating the deterioration of accuracy with
increasing distance from the sensor.

It was concluded that by dividing a terrain into its principle com=-
ponents and studying the effect of sensor errors on each, an idea of the
inaccuracy present in the complete model of an unknown terrain could be
generated., Hence, the study was initiated on the simplest of all terrains,
the horizontal plane. The computer simulation was run for a sensor height
of 10 feet and a maximum range capability of 1500 ft, Nine azimuth lines
were used (scan of 40 degrees) with an elevation scan of 03 radians
(-.0325 to -.0025 radians measured from the horizontal). Using an eleva-
tion increment of ,0025 radians, five runs were made with the standard
deviation of the normally distributed elevation angle error taking on
values of 5%, 10%, 20%, 30%, 407 and 50% of the increment angle,
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The deviations of the resulting gradient calculations were tabulated
and the mean error and standard deviation about zero were computed,
Table 7,

The inability to affix to the resulting errors in the gradient de-
termination any known distribution envelope presented a major difficulty.
It was concluded that only general trends could be deduced from these
simulations since an accurate prediction of resulting gradient errors
would entail considerably ‘more simulation and computation time. Such a
commitment does not appear advisable at this time and an alternate
approach appears to have more potential. As an alternative the modeling
of the elevation angle error was changed to a '"chopped'" normal distri-
bution, whereby it was assumed that all errors would fall between + 2
standard deviations from the correct value.

‘This assumption, by establishing upper and lower bounds on the
error, enabled worst case gradient errors to be evaluated for the tase
of a flat terrain., A worst case terrain was constructed utilizing the
extreme values, As can be seen in Figure 39 either a positive or nega-
tive maximum of the in-path slope error could be achieved. A worst case
azimuth was then concluded as being a jagged surface of alternating posi-
tive and negative in-path slopes, In the cross-path slope calculation,
the worst case results when both adjacent azimuths are mirror images of
the azimuth along which the gradient calculations are being computed.
Further investigation proved that the worst case cross-path slope was
identical when either of the two corresponding points on the adjacent
azimuth were used in the calculations.

Having generated a worst case terrain model, the extreme values
utilized were then substituted back into the gradient equations, and the
assumption was made that the small angle approximations were valid. Worst
case approximations for the positive and negative in-path slopes and their
corresponding cross-path slopes and gradients were then generated as func-
tions of g 9, the elevation angle of the point whose gradient is being
calculated, Ag, the elevation angle increment, and ¢ , the standgrd
deviation of the normall distributed elevation angle error, Table 8.

Upon investigation the following conclusions were made for the case
of a flat terrain:

(1) The in-path slope error is linearly dependent upon
B 9, increasing as 2 o becomes more negative, that
is, as the data point in question moves closer to
the vehicle,

(2) The cross-path slope error is constant with respect
to ﬁz.

(3) As a result of (1) and (2), the gradient error is an
increasing function of 3, (in the negative direction).

(4) Upon the plotting of the magnitude of gradient error
with various elevation angle increments and standard
deviations, it was noted that for a given &~ the gra-
dient error increases as the elevation angle increment
is decreased, that is, when the scanning mesh is
tightened,
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TABLE 7 d

GRADIENT ERROR ANALYSES AS A FUNCTION OF SENSOR (ELEVATION ANGLE) ERROR

Gradient Error Analysis -~ Flat Plane
Normally distributed elevation angle alignment error
Elevation angle increment (Ap) = .0025 radians

mean S.D. about

(o error Zero error :
(rad.) %Ab (degrees) (degrees) # of samples
.000125 5 «139 .159 140
.0025 10 .260 .298 140
.0005 20 .708 2.67 138
" .00075 30 1.16 2.24 132
.0010 40 1.36 2,04 138
.00125 50 4,05 9,63 140
Revised Gradient Error Analysis
Gradient values greater than 3 S.D, discarded Discarded
Values
.0005 20 397 497 136 22,2
- . 21,25
.00075 30 .863 1.187 128 9.4
10.3
12.0
12,0
.001 40 1.13 1.46 133 6.5
) . 6.6
6.3
9.1
9.0
.00125 50 2.85 5,57 136 57.8
56.2
31.7
34.97
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Work to this point has been confined to the analysis of elevation
angle alignment error when modeling a horizontal flat terrain. Although
this terrain would appear to be idealistically simple, it does repre-
sent a case of considerable modeling difficulty, Planes which slope
toward the sensor (upgrades) will incur less error in the gradient cal-
culations than the flat plane case. This is due to the fact that, for
a constant range of error about the correct elevation angle, resulting
range differences between the extreme cases of maximum error decrease
as the slope of the plane is increased. Conversely, down-grades repre-
sent terrains on which error will result in even greater misinterpreta-
tion than in the case of the flat terrain.

Imperfect ranging does not induce errors which are dependent upon
the terrain itself as in the elevation angle case. Ranging error is,
however, dependent upon the resolution of the laser beam, which is in
fact a function of the physical characteristics of the terrain, The
simulation of this dependence was not attempted in this study. There-
fore, it can be concluded that if the range capabilities of the sensor
decay linearly with distance from the sensor, the resulting error in
gradient calculations are analogous in form to those determined in the
analysis of the elevation angle alignment error. However, if it is
considered that the range determination accuracy is relatively constant
within a given range, then the decay of gradient information is more
rapid as sensor readings are taken closer to the vehicle.

Short Range Terrain Modeling

The ability of an autonomous roving vehicle to pursue an exploration
of the planet Mars depends on the development of an effective short range
terrain modeling system applicable in the range of 3 to 30 meters from the
vehicle, Such a system which would search for obstacles and other hazards
would have to be compatible with the long range terrain modeling and path
selection system.

Although it had been hoped that a system analogous to the long range
system described above might be effective, the following deficiencies were
noted:

1. The system was overly sensitive to both elevation
angle and ranging errors at short distances.

2, The gradient outputs were inaccurate and of little
value since for a fixed elevation angle increment,
the data points were separated by fractions of meters.

While some of the deficiency could be eliminated by adjusting the
elevation angle increment, it had the disadvantage of reducing the amount
of terrain information gathered., As an alternative, it was decided that
a new approach to define the character of the terrain would be more fruit-
ful,

The obstacles to be considered include:

1. Obtrusions -~ involving critical clearances such as
boulders and steps.
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2, Depressions -~ involving excessive slopes, crevices.

3. Slopes -~ involving gradients exceeding vehicle
climbing ability or stability limits.,

4, Soil characteristics -- a hazard which cannot be de-
tected by a sensor such as a laser rangefinder.

The original terrain modeling system concentrated on the detection
of slopes. In the short range case, the system must be able to detect
obtrusions, depressions as well as unacceptable slopes. For the purposes
of this study, obstacle criteria were based on the MRV described under
Task A, A maximum step of 0.5 meters and a maximum crevice width of 1
meter were assumed, The question of slope determination has been deferred
for later consideration,

The rationale behind the proposed scheme is to determine the relation-
ship between sequential range measurements and their interpretation as to
the existence of an obstacle,

To detect the existence of a step obstacle, at least two beams must
strike the step with the next beam touching the upper edge of the step as
a minimum, Figure 40. With this as a criterion and assuming level terrain
and a three meter sensor height, an elevation angle increment not greater
than 0.008 radian must be employed.

A similar logic is applied to the crevice problem where successive
range points can be separated by a distance which does not exceed the
vehicle's crevice crossing capability., For the one meter assumptions made
above, a maximum elevation angle increment of 0,0034 radian is required.
The significance of this approach to the problem is that the successive
data points define bounds on the terrain which may conceivably exist as
shown on Figures 41 and 42, A terrain modeling scheme based on this concept
would have to interpret sequential range measurements as potential ob-
stacles and to penalize a potential path accordingly.

In addition to the detection of the potential obtrusion and depres=~
sion, it is necessary that some estimate of the general slope of the
terrain on which these obstacles are located be obtained. As of this
writing it is proposed that a slope determination scheme based -on a scale
large compared to the obstacles per se (perhaps the order of magnitude of
the vehicle) may be effective.

It is proposed in Ref. 28 that the following short range system be
investigated, Consider each azimuth line separately and obtain range data
in terms of elevation which are subsequently converted into altitudes and
distances with respect to the vehicle position. Range distances between
successive data points are computed. Assuming worst case vertical steps,
comparison is made with the step climing ability of the vehicle. A com-
parable test is made for separation distance with a penalty to be incurred
if maximum crevice width is exceeded. Following these calculations, an
estimate of the general slope of the terrain would be obtained to be used
as a reference by which the corresponding altitudes and separations for
the real terrain can be calculated. This calculation would reflect the
fact that a simple altitude or separation may or may not be an obstacle
depending on whether the terrain is generally sloping upward or downward.
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This information would have to be combined with an appropriate decision
rule by which the necessary safety-energy-distance tradeoffs can be
made between alternative paths,

As future work, it is intended to refine this short range terrain
modeling system and to assess the effect of sensor error on the reliabi-
lity of the system to interpret the terrain. Beyond this point, the
system would have to be joined with the long range terrain modeling con-
cept so that simulations of path trajectories over a variety of terrains
with alternative path selection decision making alternatives can be con-’
ducted. The ultimate objective is to define a terrain sensing and
modeling system and a path selection algorithm for an autonomous roving

. vehicle., Such a design should include specification of devices, their
error limitations and the consequences of alternative error limitation
specifications.

‘Task D. Chromatographic Systems Analysis

One important phase of the initial missions to Mars is the search for
organic matter and living organisms on the martian surface. The present concept
for attaining this objective consists of chemically treating samples of the atmos-
phere and surface matter and thereafter analyzing the resulting products in a
combination gas chromatograph/mass spectrometer. It is the objective of this task
to generate fundamental engineering design techniques and concepts for use in opti=-
mizing the design of the chromatographic separating system.

Because of the complexity of the system and the number of independent
parameters, a system analysis based on the mathematical simulation of the chroma-
tograph is being undertaken. This technique uses mathematical models, which
incorporate fundamental parameters, to explore various concepts and to direct
experimental research.

In prior work, several variations of a basic mathematical model have
been discussed. This earlier work has involved numerical solutions of the system
equations and various preliminary studies, In addition, the construction of an
experimental test facility to verify the system equations was begun,

Currently the project involves effort in three areas:

~

1. Completion of the test facility.

2, Verification of the system equations using
experimental data.

3. Development of reliable methods for predicting
fundamental parameters of the equations,

Task D.1. Test Facility - G, L, Benoit
Faculty Advisor: Prof, P, K. Lashmet

To experimentally evaluate the mathematical models, a test facility
was constructed by renovating and modifying a Perkin-Elmer, Model 154C
vapor fractometer previously used in chemical kinetic studies. After
preliminary experiments, the system was further modified, the final
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system being shown schematically in Figure 43. The chromatograph is
composed of six subsystems:

1, Carrier gas control. The flow rate of helium is
regulated and metered before entering the composition
detectors. A preheater coil is provided to warm the
carrier gas to the chromatograph temperature. Flow
rates range- to about 200ml/min (STP).

2, Composition detection., Two microthermistors acting
as thermal conductivity detectors are provided, one
for each end of the chromatographic column. These
detectors, which have time constants in the order of
0.04 second, and which are sensitive to changes in
chemical composition, form the variable legs of two
separate wheatstone bridges., Associated with the
detectors are the detector controls and a light-beam
oscillograph for recording the detector signals.

3. Column, Facilities are provided for a single chromato-
graphic columm or two columns arranged in series. The
columns may be 3,2 or 6.4 mm in diameter and up to one
meter in length.

4, Sample injection, Liquid samples may be injected with
a microsyringe through a septum in the injection block
where they are vaporized into the carrier gas stream.
Gas samples may be injected either by gas syringe or
through a precision mini-sampling valve,

5. Oven., The detectors, columns, and sample injection
equipment are mounted within a forced circulation
oven capable of maintaining constant temperatures in
the range of room temperature to 225 deg C.

This task has been completed and a technical report, Reference 29,

which describes the physical characteristics of the system has been issued.

Task D.2. System Model Verification - G, L. Benoit
Faculty Advisor: Prof., P. K. Lashmet

A mathematical model, composed of a system of partial differential
equations, was presented earlier, Ref, 30. This task has as its objective
the development of a procedure for comparing the theoretical representa-
tions with experimental data. Solutions to linearized approximations of
the differential equations obtained by classical techniques were reported
earlier, Ref., 31, 32. Because of their complexity, the equations were
solved by assuming the sample was injected as an impulse. Preliminary
experimental evidence shows this assumption is not strictly correct and
prior theoretical studies, Ref. 35, have shown that deviations from an im-

pulse input can appreciably affect the predicted results, Hence to compare
the mathematical model with the data, the impulse solution is convolute
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with the actual input function to provide a predicted response or
chromatogram:

2]
Output (8) = f X(2) Y(® -))dA
B O : ST
where: ©@ = a dimensionless time
Y(®) = theoretical impulse response
X(®) = measured concentration of sample at column inlet.
Output () = predicted concentration of sample at column exit,

This operation assumes system linearity which is consistent with the
derivation of the impulse response,

For simplicity in developing the data reduction and comparison
techniques, the equilibrium adsorption model, Ref., 31, was used in this
study. This model assumes that at each point in the column, the gas
phase is in equilibrium with the solid adsorbent which is equivalent to
an infinitely long column, This assumption leads to a simple exponential
solution to the governing equations:

Y(e = (1/2) Y—ﬁ—l"i— exp [ P 0 -p)%e

i e3 43
where:

B = 1+ (l/mRO)

© = dimensionless time = vt/L

v o= carrier gas velocity

t = time

L = column length
Pe = the Peclet number which is a dimensionless measure

of sample diffusion in the carrier gas,

mRO = a thermodynamic parameter, peculiar to the specific
chemical species and adsorbent used.

The dimensionless Peclet number is predictable since it depends only
upon the system configuration and fluid mechanics. The thermodynamic
parameter mRO is specific to the system used and is determined from the

system data using a curve fitting technique.

The numerical procedure which was developed has the following features:
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1. Normalizes all experimental data so that the areas
under the input and output chromatograms are both
unity., This minimizes the effects of calibration
differences between the two composition detectors.

2, Convolutes the input data with a system model which
can be specified. g

3. Estimates the thermodynamic parameter mRy by position-
ing the maximum point of the predicted chromatogram at
the time when the maximum concentration appears in the
experimental data,

4, Plots the generated curves as well as the experimental
data for visual comparison.

5. Generates statistical information such as variances
and means for numerical comparison,

Initial studies were conducted with the following systems:

Helium Temperature
Component Column Flowrate Range
Isobutane Chromasorb 102 38 ml/min 20°¢
Ethylene Chromasorb 102 38 ml/min 20°¢c
Nitrogen Molecular Sieve, 5A 35 ml/min 20°c
Oxygen Molecular Sieve, S5A 35 ml/min 20°%
Acetone Chromasorb 102 24 ml/min 125°%
Acetone Chromasorb 102 43 ml/min 100-200°C
Ethylene Chromasorb 102 43 ml/min 28-175°¢C

The physical constants of the columns were the same: length - 1
meter; inside diameter - 2.2 mm; and particle size - 60/80 mesh
(0.250/0.177 mmn.). Typical results using the equilibrium adsorption
model are given in Figures 44 through 49,

The input pulse for acetone, which was injected as a liquid using
a microsyringe and then vaporized, is shown in Figure 44, Figure 45 com-
pares the predicted impulse response and the convolved response with the
experimental data for the colummn at 100°C. As the temperature is in-
creased to 150°C, agreement between the data and the convolved response
improves as seen in Figure 46. Figure 47, a magnification of Figure 46,
shows the small differences between the predicted and actual performance
for this system. Ethylene was injected as a gas using the sampling
valve with the resultant pulse of Figure 48, Agrcecement between the pre-
dicted and observed performance for this system was not as satisfactory
as seen in Figure 49, However, use of the input pulse and convolution
shows marked improvement over use of the simple impulse response,
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Results for both the acetone and ethylene systems show improved
representation by the equilibrium adsorption model as the system tem=-
perature is increased, It appears that an unknown transport mechanism
which is temperature sensitive as well as material dependent is res-
ponsible for the differences between the data and the prediction.

Because the solid is a porous polymer, it is possible that an original
assumption of a thin adsorbed layer on the. adsorbent surface and no
intraparticle diffusion is not valid. This might account for the dif-
ferences between the observed behavior of the acetone and ethylene
systems because ethylene is a smaller molecule and would tend to exhibit
larger intraparticle diffusion effects. The use of the more complicated
model, Ref, 32, which includes the effect of finite column length, as
expressed as a dimensionless transport parameter N.o, offers a possible
area of study. The term Npgp which is a measure of the approach to equi-
librium adsorption is relatively temperature-insensitive but interactions
between the various parameters Pe, mRgp, and Nygn may be sufficient to
account for this behavior. These topics will be investigated thoroughly
in future work.

In summary, the data reduction program in its present form is
capable of simulating the gas chromatograph and comparing predicted be-
havior to actual system data. The equilibrium adsorption model is found
to represent data fairly well provided the input pulse is considered,
although further work in the model development is warranted, The task
on developing a data reduction and analysis procedure is complete and
further details have been reported, Ref., 34, Future work will include
further model development using the procedure to compare theory with
experiment,

Task D.3. Transport Parameter Estimation - P, K. Lashmet

Mathematical representatlon of the chromatograph requires a
priori estimates of the transport parameters Pe and Nygg as well as
other properties which depend upon the complexity of the mathematical
model. Approximate methods for estimating N.,, have been discussed
earlier, Ref. 30, so this task has had as its immediate objective the
development of a suitably accurate method for estimating the Peclet
number Pe.

The Peclet number, which is a dimensionless measure of diffusion
in the direction of carrier gas flow, is defined as

Pe = vL/D
in which v = mean velocity of the carrier gas

L

]

length of chromatographic column

D effective diffusion coefficient

This Peclet number is a function of the fluid mechanics of the system
as well as the physical properties of the chemical sample and carrier
gas,
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Prior attempts to compute the Peclet number from theoretical
considerations and other measured transport properties of the system
were not completely successful, Ref. 35. It was found during an in-
vestigation of the numerical techniques that the step size and error
criterion specified in solving the applicable differential and integral
equations lead to serious loss of significant figures and a resulting
numerical instability., Furthermore, review of recently reported experi-
mental work shows appreciable deviations between data and accepted
correlations. Because these correlations are used in deriving the
numerical procedure and in checking the technique, the numerical in-
vestigation is being delayed until a critical review of the available
literature is completed. 1In addition to this formal work, it is planned
to obtain experimental data in the test facility which will yield Peclet
numbers. A column packed with non-adsorbing glass beads is available
for this purpose,

Because of the availability of new data and these apparent dis-
crepancies, completion of this subtask has been delayed. It will be
continued during the next year and should be completed by December 1971.
After completion of this portion of the task, the properties of the
other parameter Niog Wwill be further investigated. Because the mathe-
matical models are not particularly semsitive to values of Nipop ex-
pected in the projected systems, this portion of the basic task is not
critical at the present time.

In summary, a main objective of the Chromatographic Systems
Analysis - the development and verification of system models - is well
underway. In addition to further work in model development, effort will
be initiated in the following areas during the coming year:

1. Effect of chromatograph design upon the design and
performance of the overall analytical system (GC/MS).

2, Evaluation of design parameters upon chromatographic
system performance especially in multicomponent gases
and possible applications to adaptive strategies for'
system improvement on Mars.

Although the presently available models deviate appreciably from
actual data under certain conditions, they are adequate for initiating
these proposed overall systems studies.

ey
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